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Abstract—intelligent transportation systems are rapidly growing mainly due to active development of novel hardware and software solutions. In the paper a problem of automatic number plate detection is considered. An efficient two-step approach based on plate candidates extraction with further classification by neural network is proposed. Stroke width transform and contours detection techniques are utilized for the image preprocessing and extraction of regions of interest. Different local feature sets are used for the final number plate detection step. Efficiency of the developed method is tested with real datasets.
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I. INTRODUCTION

INTELLIGENT transportation systems have a significant impact on a productivity and security of humanity. With development of advanced signal and image processing solutions applications of various systems are rapidly growing. This includes various parking systems, automatic traffic control, traffic law enforcement, vehicle detection and tracking [1] and many more. Incorporation of modern computer vision and machine learning techniques opens new perspectives in such sophisticated applications as road sign recognition [2] and traffic flow prediction [3]. Given practical examples indicate on a high potential of computational methods and artificial intelligence in global transportation and its efficiency.

The automatical number plate recognition (ANPR) systems have a special place in this consideration.

A typical ANPR system is based on three important steps: number plate detection, segmentation and character recognition (Fig. 1). At first, the image region corresponding to the number plate should be carefully located. This is a crucial step of ANPR system affecting the overall performance. After that the detected plate area is analyzed in order to automatically separate the text symbols. Finally, a proper optical character recognition engine (OCR) is applied for the recognition step [4].

The challenge is that many different imaging scenarios exist in real conditions. In particular, changing illumination level, nonstationary background and vision geometry. Obviously that the number plates could have different sizes, locations in the frame, colors and font styles. The existence of plate skewness also significantly complicates the detection step.

In order to perform the number plate detection in efficient way, various local image features can be utilized [4]. For example, the analysis of image edges can be used for this purpose [4]-[5]. In [6] authors demonstrated the potential of color edges analysis. Specific image preprocessing procedure based on the local contrast enhancement is proposed in [7]. It is illustrated how the information about the vertical edges can be used for the successful detection of the number plate area. Also it was shown that the Hough transform can be applied for the number plate detection problem [8]. However, this approach is time-consuming and can not be used in real-time. Connected component analysis (CCA) is also a popular tool for the analysis of binary images. According to this approach, the binary image is scanned and the pixel connectivity is analyzed. Based on special properties of the plate area regions, the number plate can be extracted from the image [9]. More detailed review of the state-of-the art number plate detection methods can be found in [4].

In the paper a novel two-step approach for the automatic number plate detection is proposed. The first step is based on the plate candidates areas extraction. This is achieved via application of the stroke width transform (SWT) [10] together with contour detection method. The second step is accomplished by means of the neural network (NN) which classifies the obtained sequence of number plate candidates.

In Section II important image preprocessing steps required for the successful plate candidates extraction are described. The key principles of SWT are considered. The specific alternative contour detection scheme is introduced as well. In Section III the main ideas related with the feature extraction
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Fig. 1. Main steps ANPR system
for the classifier training are outlined. Experimental results of NN testing are illustrated and discussed.

II. EXTRACTION OF NUMBER PLATE CANDIDATES

In this section, key steps for the extraction of number plate candidates are described. In particular, important image preprocessing steps, text regions detection with stroke width operator and blob extraction procedure.

A. Text Detection and Stroke Width Transform

The text detection in natural scenes is a popular and challenging problem [11]. Areas of application include industrial automation, multimedia retrieval, signs recognition and others. Uneven illumination, complex backgrounds and various text layouts make the detection problem quite challenging. In the paper we consider such problem within the scope of the number plate detection since its area contains the text.

In order to locate the image regions containing the text, we have utilized the SWT. This methodology can be considered as the application of a specific local image operator. It is based on the calculation of special metrics for each image pixel.

In order to perform required analysis, at first the pair of Sobel gradients is calculated

\[
G_{Sobel} = \begin{bmatrix}
-1 & 0 & 1 \\
-2 & 0 & 2 \\
-1 & 0 & 1 \\
\end{bmatrix}, \quad G_{Sobel} = \begin{bmatrix}
-1 & -2 & -1 \\
0 & 0 & 0 \\
1 & 2 & 1 \\
\end{bmatrix}.
\]

(1)

Here \(G_{Sobel}^{x}, G_{Sobel}^{y}\) are horizontal and vertical gradient kernels. The gradient images are evaluated as a convolution of the input image with the given kernels. Thus, the total intensity gradient and its direction can be calculated as

\[
G_{I}^{Sobel} = \sqrt{(G_{Sobel}^{x})^2 + (G_{Sobel}^{y})^2}, \quad \varphi = \frac{G_{Sobel}^{y}}{G_{Sobel}^{x}}.
\]

(2)

Fig. 2 illustrates an example of calculated Sobel gradients of the image containing the number plate. One can observe that the gradient values are close to zero in smooth image regions and demonstrate the significant change at borders. In particular, the number plate area is clearly seen. Some methods based on vertical and horizontal image gradients changing are utilized for the plate detection area [4]. The final step before the construction of SWT image is calculation of the edge map. A good choice is usage of Canny edge detector [12] for this purpose. Fig. 3(a) contains an input image. An example of calculated gradient directions is shown in Fig. 3(b). Obtained edge map is shown in Fig. 3(c).

One can see that the number plate borders are presented in the edge map. After calculation of gradient directions (Fig. 3(b)) and image edge map (Fig. 3(c)) we are ready to apply the SWT operator. The basic idea is illustrated in Fig. 4(a). We follow the ray \( r = p + nd_p \), where \( d_p \) is gradient direction at the pixel \( p \), until the edge pixel \( q \) is not found (Fig. 4).

If the \( d_p \) is roughly opposite, each pixel of output image with stroke widths along the direction along the segment \([p, q]\) is assigned to the width \(|pq|\). As a result one can obtain the SWT image (Fig. 4(b)). Introduced operator has a local nature since the stroke width is calculated for each image pixel. One can observe the areas of equal stroke width in Fig. 4(b). The next task is to combine such areas which will result in the list of the letter candidates. In order to do this several filtering rules are developed. At first, the pixels with equal stroke widths (stroke width ratio threshold is used) are clustered into the letter candidates. After that the letters can be extracted from the full list of connected components based on stroke width variances within each connected component, the limitation of the aspect ratios and maximum acceptable height of the component. As a result, the letters are detected.

The next step of the text detection algorithm is combining of the letters into the words. The logic is straightforward: letters with similar spacing, orientation and color are combined. Additional filtering is performed with respect to the stroke width and letter sizes. Example of words detection is illustrated in Fig. 5.

Green rectangles correspond to the extracted letters and the final red rectangle contains the number plate area. One can see that it is significantly skewed, however applied methodology can successfully handle such geometry.

B. Blobs Extraction Procedure

In order to increase the final detection rate, we propose to use an alternative scheme for the location of the number plate area.

It is known that one of the options for the number plate detection is application of CCA for the binary image. Before performing the binarization itself, we propose to apply several image preprocessing steps. At first, the initial smoothing is applied. Good options are median blur or conventional Gaussian filter. After that the morphological gradient is calculated. The morphological gradient is determined as a difference between the eroded and dilated images [13]. This operator has highest values when the image intensity is changing most rapidly [13]. In particular, such areas correspond to the number plate borders.

An example of calculated morphological gradient is shown in Fig. 6(a). The convolution of this image with a uniform box filter allows to increase the contrast (Fig. 6(b)).
For the image binarization several options are available. A common global binarization based on a single threshold value

\[ I_{binary} = \begin{cases} 1, & I \geq I_{th} \\ 0, & I < I_{th} \end{cases} , \]

where \( I_{th} \) is a constant threshold applied for a whole image. However such global thresholding can be often inefficient due to uneven illumination and some shadows in the camera frame. A good alternative is the adaptive thresholding, where separate thresholds are applied in sliding windows [13]. After the image binarization, the conventional contour detector [14] is applied. Obtained contours can be filtered with respect to the area and the aspect ratio of the corresponding contour bounding rectangles.

An example of extracted blobs (filled contours) and corresponding bounding rectangles in the input image is given in Fig. 7. The detected number plate candidates based on the developed alternative scheme are saved for the further analysis.

After the separate application of SWT for the text detection and described blob extraction algorithm, the final number plate candidates are found. The block-scheme in Fig. 8 contains the main steps of the described procedures. After the separate application of SWT for the text detection and described blob extraction algorithm, the final number plate candidates are found.

The crucial point for the ANPR system is low false negative rate. In other words, it is better to detect more number plate candidates than to skip some true plate areas in some images. Described hybrid procedure for candidates extraction successfully fulfills such requirements.

An important step is to properly classify the obtained number plate candidates. Important findings are described in the next section.

III. Classification Experiment

In this section the features extraction step and classification experiment are described.
A. Features Extraction and Input Dataset

Described hybrid approach returns the list of the number plate candidates. The last and the most important step is to determine the true plate image among the extracted list. Prepared training dataset of vehicle images is used for the evaluation of the number plate candidates. Fig. 9 illustrates the part of arbitrary taken images from the training dataset. The training dataset contains vehicle images with different aspect rations, various skewness level and imaging geometry. For the classification of plate candidates we have trained the 3-layer perceptron NN. An important step for the classification experiment is features extraction. We have utilized 3 types of features: statistical features, Haar-based features and features extracted by the principal component analysis (PCA) [15]. For statistical features first three statistical moments are utilized (mean, variance, skewness)

\[
\mu = \frac{1}{N_XN_Y}\sum_i\sum_j I(i,j),
\]

\[
\sigma^2 = \frac{1}{N_XN_Y}\sum_i\sum_j [I(i,j) - \mu],
\]

\[
\gamma = \frac{1}{N_XN_Y}\sum_i\sum_j |I(i,j) - \mu|^3,\]

where \(I(i,j)\)is image pixel. Fig. 10 contains an example of constructed histograms for the true number plate area and random number plate candidate. One can see that the pixel intensities distribution are quite distinguishable which indicates on suitability of statistical features. In particular, the most of background of the true number plate is smooth and uniform. The plate characters correspond to the peak in histogram (for black text this peak appears at low intensities).

Haar-based image features [16] are efficient tool often used for the face detection. The most efficient wat to calculate such features is to construct the so-called integral image. It is determined as

\[
I_I(i,j) = \sum_{i'=1}^{i}\sum_{j'=1}^{j} I(i',j'),
\]

where each pixel of the integral image is equal to a sum within the rectangular area of the input image. Since the Haar-based features are defined as a partial sums within rectangular patches, feature extraction is perfomed in efficient way using (4).

Another option for the features extraction is to treat the whole images as features. This can be done using the principal component analysis (PCA). At the first step of PCA each number plate candidate image is considered as a high-dimension data point. Based on the existing training set of images, the
input feature matrix is considered
\[ X_{ij}, \ i = 1 \ldots N, \ j = 1 \ldots Nd, \]
where \( N \) is the number of images in the training dataset, \( Nd \) is the length of the column-vectorized images. According to the PCA, the data matrix is transformed to another basis, which contains so-called principal components. The variance of such components corresponds to the eigenvalues of the sample covariance matrix [15]. The number of extracted feature corresponds to the number of retained principal components. It is often the most of the variance is concentrated in only few PCs and this is used for the data compression. After such manipulations the extracted feature matrix is used as input for the NN.

B. Training and Testing of Neural Network

After feature extraction step we performed the training of the classifier. This is typically considered as the estimation of NN structure having input feature matrix and labeled outputs (classes) [17]. In our problem the goal is to automatically determine whether the input image patch is the number plate or not. Fig. 11 contains the architecture of utilized 3-layer perceptron NN. Such 3-layer model is quite simple but at the same time it is possible to perform the nonlinear separation of the data. The NN represents a directed graph where each of layers is fully connected to the next one. For the given input feature vector the weighted sum of features is calculated for a set of hidden layer nodes
\[ y_j = f \left( \sum_i w_{1i} x_{ji} + b_1 \right), \tag{8} \]
where \( w_{1i} \) corresponds to the NN weights, \( b_1 \) is bias, \( f \) is nonlinear activation function [17]. Consequently, the outputs of the hidden layer are used as inputs for the 3rd NN layer. The final result is compared with predefined threshold in the following way
\[ Y = \begin{cases} 1, & \text{output} \geq \text{th} \\ 0, & \text{output} < \text{th} \end{cases}. \tag{9} \]

All parameters of NN are estimated at the training stage using a conventional backpropagation method [17].

After training of the classifier the system is ready for the analysis of new test data. The feature extraction step is applied for the detected number plate candidates from the testing dataset. Trained NN returns the label for each of extracted plate candidates.

One of the most commonly used instruments for the description of classification performance is receiver operating characteristics (ROC). It represents the dependence of true positive rate (TP) on the false positive rate (FP) [18]. Fig. 12 illustrates the ROC curve obtained for 3 different learning scenarios. One can see that the usage of PCA features leads to better classification accuracy than for the introduced local features. The best classification results are obtained for the case of usage of combined features set. Given experimental results indicate on a high performance of the developed hybrid procedure for the automatic number plate detection.

This paper is an extended version of the publication from signal processing symposium (SPSympo-2015) [19].

IV. CONCLUSION

In the paper, the algorithm for the automatic number plate detection is proposed. The text extraction algorithm based on the stroke width transform is described. In order to improve the detection rate, an alternative plate candidates extraction procedure based is developed. It is based on the morphological analysis and contours detection. As a result, more efficient detection of the number plate candidates is performed. The final number plate location is accomplished by means of neural network trained on different feature sets. The developed method successfully handles different imaging scenarios, uneven lighting conditions and can be easily integrated into various intelligent transportation systems.
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