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Abstract—A robust and highly imperceptible audio watermarking technique is presented to secure the electronic patient record of Parkinson’s Disease (PD) affected patient. The proposed DCT-SVD based watermarking technique introduces minimal changes in speech such that the accuracy in classification of PD affected person’s speech and healthy person’s speech is retained. To achieve high imperceptibility the voiced part of the speech is considered for embedding the watermark. It is shown that the proposed watermarking technique is robust to common signal processing attacks. The practicability of the proposed technique is tested: by creating an android application to record & watermark the speech signal. The classification of PD affected speech is done using Support Vector Machine (SVM) classifier in cloud server.
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I. INTRODUCTION

INCREASE in wearable devices and growth in cloudlet based technology has increased the popularity of telediagnosis systems. This requires the transmission of data from patient to doctor over an unsecured network. Thus, the security and confidentiality of Electronic Patient Record (EPR) is the key issue in telediagnosis systems [1]. The sharing of such critical data over the network always suffers with a potential risk of privacy, security and authenticity. The attacker having unauthorized access to one’s medical data can instigate various attacks such as: false data injection, selective reporting, alteration in health data. Security of EPR for medical images using watermarking techniques have already been proposed for e-healthcare system. Application of watermarking for security of EPR using speech signal is an emerging field and less work has been reported so far. Alhusssein and Muhammad [10] proposed cloud based framework for EPR security and PD detection. In [10], the DWT-SVD based watermarking technique is used for securing the EPR but the classification of PD based speech is not performed using the watermarked audio. Z. Ali et al. [11], proposed a cryptographic approach for securing the PD audio.

The watermarking techniques in audio signals are broadly classified as temporal domain techniques and frequency/wavelet domain techniques. The temporal domain techniques utilizes least significant bit (LSB) substitution and echo hiding techniques [12], [13], [14], [15], [16], [17], in which the watermark bits are embedded in LSB positions or by adding small echoes in the original audio. In frequency/wavelet domain watermarking techniques the watermark is embedded in the coefficients of transforms such as Discrete Fourier Transform (DFT), Discrete Wavelet Transform (DWT) and DCT [18], [19], [20], [21].

In this paper, we present a framework to ensure the security of EPR of a PD suspected person and its smart telediagnosis using cloud computing environment. The EPR is embedded in the patient’s speech signal, using proposed discrete cosine transform - singular value decomposition (DCT-SVD) based watermarking technique through an android application. The watermarked speech is transmitted to the cloud for automatic classification of PD affected person’s speech from healthy person’s speech using SVM classifier as shown in Fig. 1. Jitter, shimmer, pulse parameters, pitch parameters and harmonicity parameters are extracted from the watermarked PD suspected speech for automatic classification.

II. FRAMEWORK

The proposed cloud-based telediagnosis framework consist of cloud management module (CMM), resource management module (RMM) and service manager. The watermark speech along with the side data enters the cloud through CMM where the patient is registered with an unique ID and the authenticity is verified. The data required to extract the watermark is...
defined as side data. The RMM allocates different virtual machines (VM) to store the ID and side data to extract the watermark. These VM servers do the processing of watermarked speech to extract spectral features and classify them using SVM. Once the classification of speech is done, the generated initial report is securely transmitted to the patient, using unique patient’s ID and the watermarked speech is transmitted to doctor’s mobile phone module. The system consists of three parts: watermark embedding, classification using SVM and watermark extraction.

III. WATERMARK EMBEDDING

The name and age of patient is considered as the watermark for the present work and is converted into binary bit stream before embedding. The masking property of human auditory system (HAS) is utilized to embed the watermark in high energy low frequency voiced frames (HELF) of the patient’s speech signal. The speech signal are first divided into frames of 10ms duration and HELF frames are identified by short time energy (STE) using:

\[ E_m = \sum [s(n)w(m-n)]^2 \]  

where \( s(n) \) represents a signal, and \( E_m \) is the short time energy and zero crossing count (ZCC):

\[ ZCC = \sum_{n=0}^{N-1} 0.5|\text{sign}(s[n]) - \text{sign}(s[n-1])| \]  

where

\[ \text{sign}(s[n]) = \begin{cases} +1 & \text{if } s[n] \geq 0 \\ -1 & \text{Otherwise} \end{cases} \]

The DCT operation is performed on these HELF frames using:

\[ X(k) = w(k) \sum_{n=0}^{N-1} x(n) \cos \left( \frac{2n+1}{2N} k\pi \right), k = 0, 1, ..., N - 1 \]

where

\[ w(k) = \begin{cases} \sqrt{\frac{2}{N}} & \text{if } k=0 \\ \sqrt{\frac{1}{N}} & \text{Otherwise} \end{cases} \]  

where, \( x(n) \) is the input voiced frame and \( N \) is length of DCT. The DCT coefficients are arranged in a 4 x 4 matrix and the SVD operation is performed to get \( U \), \( S \) and \( V \) matrices. In the singular matrix \( S \), 12 secret scaled EPR bits are embedded as watermark and the SVD operation is performed again to generate side data. The watermark speech is generated by performing the inverse SVD operation on modified singular matrix \( S \) followed by inverse DCT transform. The energy compaction property of DCT and robustness of SVD against signal processing operation \cite{2} is exploited in the proposed watermarking technique. The patient’s android phone module

---

*Fig. 1. Cloud-based framework for watermarking and classification using SVM*
Proposed watermarking technique accomplishes the task of watermarking the speech and transmitting the watermarked speech to cloud. Fig 2 shows the PD affected speech sample before and after embedding watermark using proposed watermarking technique.

IV. WATERMARK EXTRACTION

The extraction of EPR is done using the proposed android app. Whenever the EPR is requested by authentic enduser, the service manager of cloud provides the pre-stored U and V matrices and the watermarked speech frames are identified using HELF method used in embedding technique. The DCT followed by the SVD operation is performed on the watermarked HELF frames to obtain the scaled singular matrix using pre-stored side data. The EPR bits are extracted by upsampling the non-diagonal elements of the matrix obtained from the previous operation.

The watermark extraction requires $$[U_1]$$ and $$[V_1]^T$$ matrices; the steps involved in extraction of EPR are as follows: label=Step 0,.ref=Step 0, wide=0pt

1) The steps 1 and 2 of embedding process is repeated with the watermarked speech to obtain the coefficient matrix $$[B]$$.
2) The SVD operation is performed on this $$[B]$$ matrix to obtain the singular matrix $$[S_w]$$.
3) Using $$[U_1]$$ and $$[V_1]^T$$ matrices, inverse SVD operation is performed on $$[S_w]$$ to generate the $$[D_w]$$ matrix containing scaled watermark bits.
$$[U_1] \times [S_w] \times [V_1]^T = [D_w]$$
4) The embedded EPR bits are extracted from $$[D_w]$$ by:

$$b_i = \begin{cases} 1 & \text{for } D_{w(ij)} \geq \epsilon \\ 0 & \text{for } D_{w(ij)} < \epsilon \end{cases}$$

(7)

where,
$$\epsilon = avg[D_{w(ij)}] \ \forall \ i \neq j$$

Whenever the EPR is requested by authentic enduser to the service manager, these steps are repeated for all the watermarked frames to obtain the EPR.

As per the procedure mentioned in section 3.1.1, after the embedding of EPR, the speech is transmitted to cloud where the feature extraction is performed to classify the PD affected speech. The implementation of classifier is presented in next Subsection.

V. CLASSIFICATION OF SPEECH SVM

The classification of watermarked PD affected speech from healthy person’s speech is done using SVM classifier in the cloud server. The training and testing dataset are created by extracting frequency parameters, pulse parameters, amplitude parameters, voicing parameters, pitch parameters and harmonicity parameters. The performance of the classifier is evaluated by computing classification accuracy.

The high computational power of cloud is used for feature extraction and classification. The person affected with PD typically suffers with dysphonia [4]. It describes the vocal impairment of PD affected person where the patient cannot produce the normal voice[22]. The dysphonia can be identified by three major speech features which includes: perturbation in fundamental frequency (jitter measures), perturbation in amplitude (shimmer measures) and signal to noise ratios (harmonics to noise measures) [25].

A. Feature extraction and classification

The SVM classifier is used for classifying the PD affected person’s speech and healthy person’s speech because of its simplicity and high accuracy [22]. The training and test sets are created using leave-one-subject-out (LOSO) validation scheme. LOSO scheme provides higher accuracy than the conventional bootstrapping or leave-one-out validation scheme [22].

The description of data set used for experimentation and the results associated with testing of proposed watermarking technique against various signal processing attacks and the classification accuracy using SVM classifier are presented in the following section.

VI. EXPERIMENTAL RESULTS

The proposed watermarking technique is implemented and tested using MATLAB R2016b software. These codes are converted into C code using MATLAB coder. These C codes are used to develop an android app using android studio software where the speech can be recorded/uploaded by patients. The proposed framework is tested using PD speech signal database created by Department of Neurology in Cerrahpasa, Faculty of Medicine, Istanbul University [22]. The database consists of voice samples of 20 PD affected persons which include 6 females and 14 males and 20 healthy individuals consisting of 10 females and 10 males. Multiple speech samples are recorded from all individuals which includes vowels, words, number and short sentences. The speech samples of healthy persons are obtained from Saarbrucken voice disorder database [23].

The robustness of the proposed watermarking technique is evaluated by computing bit error rate (BER) against common signal processing attack such as re-sampling, re-quantization and MP3 compression. The SNR and BER results obtained for the proposed watermarking technique are listed in Table I.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Proposed Technique</th>
</tr>
</thead>
<tbody>
<tr>
<td>SNR</td>
<td>86dB</td>
</tr>
<tr>
<td>BER for re-sampling at 6KHZ</td>
<td>0.001%</td>
</tr>
<tr>
<td>BER for re-quantization at 24</td>
<td>0%</td>
</tr>
<tr>
<td>BER for MP3 compression at 96kbps</td>
<td>0.0011%</td>
</tr>
</tbody>
</table>

A. Evaluation of watermarking technique

The performance of watermarking technique is evaluated on three basic parameters: imperceptibility, robustness and payload [18]. The imperceptibility is quantified using signal to
noise ratio (SNR) and subjective listening test. Robustness of watermarking technique is analyzed by computing bit error rate (BER) subjected to the signal processing attacks such as: re-sampling, re-quantization, additive white Gaussian noise (AWGN) and MP3 compression. The payload define, number bits embedded in speech signal per second.

a) SNR: To calculate SNR, the embedded bits are considered as noise to the original speech. The mathematical expression for calculating the SNR is given by Eq. 8

\[
SNR(dB) = 10 \log \left[ \frac{\sum |s_o(n)|^2}{\sum |s_o(n) - s_w(n)|^2} \right]
\]  

$s_o(n)$ and $s_w(n)$ are original and watermarked speech signal respectively and $n = 1, 2, ..., N$, where $N$ represents number of speech frames. The SNR values are computed by embedding the watermark bits in the complete database and the average value along with its comparison is listed in Table II. The high SNR value resulted in proposed watermarking technique indicates that the embedding of watermark does not affect the quality of speech signal.

b) BER: The bit error rate calculates the bit error from retrieved watermark bits from the watermarked speech signal, after re-sampling, re-quantization, AWGN and MP3 compression attacks. In re-sampling attack the watermarked speech signal is sampled with a sampling frequency different from the original sampling frequency and re-sampled back to the original frequency. Similarly in re-quantization attack the watermarked speech is quantized to different level to corrupt the watermark.

In AWGN attack the white Gaussian noise is added to the watermarked speech signal and the error between retrieved watermark bit and original watermark bit is calculated. Similarly, in MP3 compression attack the watermarked speech is compressed by MP3 standard and de-compressed to corrupt the watermarked bits embedded in the speech. The BER values against the common signal processing attacks are listed in Table III with maximum payload of 6kbps. The BER values were obtained for MP3 compression rate of 128kbps, 96kbps, 64kbps and 32kbps. Comparison of our BER results with another frequency domain based DWT-SVD [2] watermarking technique are shown in the Table III. The proposed technique shows the reduction in BER for re-sampling & MP3 compression attacks by a factor of 10. It shows similar performance for re-quantization & AWGN attack when compared to DWT-SVD based watermarking technique presented in [2]. The BER is zero for 24 & 8 levels of re-quantization attack, similarly it is zero for 15dB & 20dB of AWGN attacks.

B. Evaluation of classifier

The classification of watermarked PD affected speech from healthy person’s speech is performed using $k$-NN and SVM classifiers to find the optimized classifier. The training and test dataset is created using PD speech database [22] and Saarbrucken voice disorder database (SbVD) [23]. The PD speech database consists of 168 speech samples recorded from 28 PD affected patients. Each patient was asked to speak sustained vowels “a” and “o” three times. Speech samples of 100 healthy people are taken from SbVD database containing sustained vowels “a” and “o”.

The training and testing dataset is created by extracting 26 features from each speech sample as listed in Table IV.
The accuracy in classification of watermarked PD affected speech from healthy person’s speech using SVM classifier is listed in Table V. The classification accuracy is computed by:

\[
\text{Accuracy} = \frac{TP + TN}{TP + FP + TN + FN}
\]

where, \(TP\) is true positive, \(TN\) is true negative, \(FP\) is false positive and \(FN\) is false negative.

### VII. Conclusion

In this article, we have presented a new watermarking technique to ensure the security of EPR in PD affected speech signal. The watermarking technique is highly imperceptible and hence maintains the spectral characteristics. Experimental results shows that the proposed framework is robust to common signal processing attack and provides better classification accuracy for diagnosing PD affected patients by their speech using smart phone device.
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