


like to avoid in NoC. Thus, the authors have chosen to focus

on contiguous strategy.

A lot of research has been done to increase the efficiency of

processor allocation algorithms for 2D-mesh topology, e.g. [6],

[26], [30], [31]. Similarly, 2D-torus networks are addressed in

[28], [31], [32].

In [29] authors of this paper have presented an idea of

hardware implementation of JS and PA, and integrating them

on one die together with the processing elements. In [30],

new allocation algorithms for 2D-mesh NoC were presented.

Additionally, the hardware implementation and synthesis re-

sults of the PA for mesh-based CMP were shown. The torus

topology was addressed in [28], where allocation techniques

and their comparison to mesh schemes were discussed. In

[32], synthesis results of the PA driven by the schemes for

a torus networks were presented together with their mesh

counterparts. Finally in [31], the energy aspects of NoC-based

CMP with integrated a PA were explored and energy model

for the two components was demonstrated. In this paper, we

examine the NoC-based CMP with an integrated processor

management system. The most significant NoC architectures

are presented in brief. Similarly, the most efficient, bit map

allocation algorithms for PAs are described, together with

short overview of different techniques. For CMP with the

presented components, an experimentation system is proposed

and described in detail. The evaluation methodology considers

such performance parameters as energy consumption, network

resources usage and traffic balance. Based on the presented

simulation system, examples of experiments are shown, to-

gether with their results.

The reminder of this paper is organized as follows: Section

II presents CMP with integrated processor management system

and short overview on NoC structures. A PA and allocation

techniques are explained in Section III. Evaluation system is

presented and described in Section IV, while experimental

results are in Section V. Section VI contains final remarks

and conclusions.

II. CMP WITH INTEGRATED PA AND JS

In CMPs, interconnects and processing elements are sig-

nificantly closer than in off-chip multiprocessor systems. It

implies better latency and bandwidth performance, but such

properties like power, area and cost restrictions become cru-

cial. Also, the complexity of designing efficient and scalable

on-chip communication solutions will be increasing together

with the number of PEs integrated on a single die. To provide

scalability and effective use of resources available in ULSI

technology, a tiled architecture is proposed [22] (Fig. 1). The

PEs are connected by a NoC that replaces the traditional on-

chip buses. The chip area is divided into square tiles. Each tile

contains networking elements (router, PE network interface,

network channel) and PEs (processor, cache memory, etc.).

Each tile is connected to a network Router (R) by PE network

interface. Communication among tiles is done by sending

messages over the network using tiles’ network interfaces

(routers). In order to get high performance and efficiency, two

components of the processor management system, i.e. the PA

Fig. 1. Tiled CMP (4 × 4 2D-mesh) with integrated a job scheduler and
processor allocator.

and the JS, are proposed to be implemented in hardware and

placed as tile on the same die as the PEs in the CMP [29]

(Fig. 1).

JS receives request and places job in the queue, which is

controlled in a particular way (in this paper in FCFS fashion).

The scheduled job is moved to a PA, which assigns the job to

available PEs according to allocation algorithm. As decided

by the PA, PEs are reserved and operands are sent to PEs

to process them. After execution, PEs return the results and

a ”release” message is sent to the PA, which updates the

status of processors. Operands and results are sent through

I/O ports, which for simplicity are not shown in the Fig. 1.

All data (control messages, operands and results) are sent by

the implemented NoC. The PA and the JS are implemented

using the same networking elements (R) like PEs that give

communication possibility.

A. NoC’s Topology

Topology is one of the main properties that characterizes

NoC. It describes the layout and structure of the nodes and

links on the chip [12]. The degree of a node decides the

number of ports in router. Smaller the value of the degree,

lesser the cost, while its homogeneity leads to uniform routers.

It implies desire of small and fixed degree. The diameter of

a network characterizes the distance between nodes that has

direct impact on the latency of the network. Lower latency

gives shorter distances that imply a need for smaller network

diameter. The topology has significant influence on flow

control and routing algorithms. Simple and regular topology

reduces the complexity of routing algorithm. An optimal

topology is also characterized by its path diversity. Multiple

minimal paths among nodes reduce the impact of defects in

manufacturing process. Path diversity also allows balancing

the load across channels and makes the network more tolerant

to faulty channels and nodes. Whatever the topology, the

network needs to be laid out in a die. Due to poor progress

of “3D stacking” that is still under research, a 2D die is

considered. This implies that for networks with dimension

higher than 2D, topological adjacency does not lead to spatial

adjacency. Thus higher dimensional topologies have negative

D. ZYDEK, H. SELVARAJ, L. KOSZAŁKA,  I. POŹNIAK-KOSZAŁKA158



Fig. 2. 2D-mesh and 2D-torus networks: (a) a 3-ary 2-mesh, (b) a 3-ary
2-cube, (c) a folded 3-ary 2-cube.

impact on the wire delay and the wiring density. These are

possible reasons for the necessity of long wires. However, im-

plementation of long wires can affect the operating frequency

and power consumption. Besides on-chip embedding issues,

low dimensional networks represent also better performance

in comparison to their higher dimensional counterparts [7],

[12], [14].

2D-mesh (k-ary 2-mesh) topology [12], [13] meets all

properties described above (Fig. 2a). It is also an obvious

and natural choice for tiled architecture due to its close

match with the physical layout of the die. 2D-mesh can be

enriched with additional wraparound channels that connect

the external nodes in each row and column (Fig. 2b). 2D-

torus (k-ary 2-cube) topology created in this way is degree

regular, has doubled bisection and decreased diameter. Long

wraparound links can increase propagation delay, decrease

operating frequency and cause using additional repeaters. All

these problems can be avoided by folding the torus as shown

in Fig. 2c. The folding keeps the topology untouched but

eliminates the wraparound channels at the expense of doubling

the length of the other channels, however such a doubled

channel possesses acceptable latency characteristic and does

not require repeaters.

B. Flow Control

Flow control describes allocation of NoC’s resources (chan-

nel bandwidth, buffer capacity and control state) for packets

traversing the network. Flow control policy decides if packet

should be dropped, blocked in place, buffered or rerouted. A

well designed flow control allocates these resources effectively

in order to get good bandwidth and low latency. There are two

approaches to flow control: i) Problem of resource allocation

– resources have to be assigned to each packet that traverses

network (e.g. routing algorithm determines, which resources

are allocated to packets), ii) Problem of resolving contention –

when an outgoing channel is requested by packets arriving on

different inputs, flow control mechanism has to allocate this

channel to one packet and do something with the others, e.g.

block or drop.

Buffering data is more efficient than waiting to get network

resources, like it is in circuit switching [12]. It can be done

in units of packets (e.g. cut-through flow control) or flits (e.g.

virtual-channel or express-virtual-channel flow control). Flits

are fixed sized, the smallest units of information recognized by

flow control method, and grouped together to create a variable-

length packet. Usage of flits significantly reduces the amount

of storage at each node, what saves crucial space on the chip

[33].

Virtual-channel flow control [8] logically separates channels

that share the same physical channel. It leads to the possibility

of existing flits of many packets in the channel. Practically,

Virtual Channels (VCs) are flit buffers associated with a single

physical channel. By introducing VCs, packets are forwarded

in the network over them, that separates allocation of buffers

from allocation of channels. The physical channel is blocked

only when all its VCs are blocked.

Express-virtual-channel flow control [17] consists of two

kinds of virtual channels at each port of a router: 1-hop regular

VCs and k-hop Express Virtual Channels (EVCs) that carry

flits k-hops at a time. EVCs provide virtual express lanes in

the network, which allow bypassing intermediate routers by

skipping the router pipeline. The virtual bypassing in a router

forwards EVC flits as soon as they reach the router without

any buffering and arbitration, that significantly reduces packet

latency and router energy consumption. Beside lower latency

(up to 84%) and better throughput (up to 23%), EVCs reduce

router switching activity, limit number of buffers, and reduce

contention that makes this solution energy (up to 38%) and

area efficient.

C. Routing

Routing is the procedure of selecting a path from a source

node to a destination node in a particular topology. A good

routing algorithm balances the load in the network channels,

routes paths as fast as possible and is still able to work in

the presence of faults. It should also be easily implemented

in hardware. There are three main classifications of routing

algorithms:

• Deterministic – always choose the same path between a

pair of nodes. Balance of load is very poor in this case,

but they are commonly used due to easy implementation,

• Oblivious – route packets without considering the net-

work’s state (deterministic algorithms are a subset of

oblivious),

• Adaptive – use information about the network’s state (e.g.

channel load information, length of queues for resources,

etc.) to make routing decisions.

If the path selected by a routing algorithm is the shortest

path between the source and destination, the algorithm is said

to be minimal. In a non-minimal routing, the chosen path can

be longer, that allows reacting to current network condition.

Another important property of routing algorithms is freedom

from deadlocks and livelocks. Livelocks can be avoided by

implementing in the packet a field indicating its non-minimal

progress. Once the specified value of non-minimal progress

reaches a threshold (often called misroute value), only a

minimal path can be chosen [12].

Deadlocks can be avoided by eliminating cycles in the

resource dependence graph [10]. We can do it by providing

some restrictions on routing like it is e.g. in a well known

deterministic algorithm - Dimension Order Routing DOR (or

xy algorithm) [12]. The DOR sends every packet from source

to destination over exactly the same path. A path diversity

offered by topology is ignored. Similarly, load balancing

and reliability is very weak. These issues were addressed in
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Valiant’s algorithm [24], where a packet sent from a source

to a destination is first sent from the source to a randomly

chosen intermediate node and then from that node to the

destination. It reduces the load of any traffic pattern. How-

ever the good performance given by randomization provides

decreased locality. Better load balance can be also achieved

by randomizing the order of dimensions in which packet is

traversed [12]. At each node either for DOR or Valiant routings

x-first or y-first direction is randomly chosen. Such enhanced

algorithms are named in this paper as DOR Load Balanced

(DOR-LB) and Valiant Load Balanced (Valiant-LB). DOR-

LB provides minimal, load balanced oblivious routing and

preserves locality.

Another approach to create routing algorithms that are dead-

lock free is exploiting VCs, that allows the design of highly

adaptive algorithms. Very popular are hybrid solutions, which

combine splitting network resources (VCs) with restricting the

paths for packets. Such algorithms as 3P [21], mesh route [4]

and PFNF [23] are highly adaptive and need only two VCs

per physical channel to ensure deadlock freedom.

D. Considered NoCs and Energy Model

In this paper we investigate NoC architectures for CMPs

with parameters:

• Topology: k-ary 2-mesh and k-ary 2-cube;

• Flow control: virtual-channel and express-virtual-

channel;

• Routing: DOR, Valiant, DOR-LB, Valiant-LB and Adap-

tive.

The Adaptive routing technique considered in the paper uses

historical data of network resource usage in order to route the

packet. It is the hybrid, deadlock avoidance technique. In order

to avoid livelocks, the misroute value is implemented.

The energy model for NoCs with 2D-mesh and 2D-torus

topologies is proposed in [31], where for all considered

algorithms, the average energy consumption of sending one

bit of data from tile ti to tile tj is expressed by:

• For k-ary 2-mesh:

E
ti,tj
bit = 0.98(NVC

hops+1)+0.23NEVC
hops +0.57Nhops, (1)

• For k-ary 2-cube:

E
ti,tj
bit = 0.98(NVC

hops+1)+0.23NEVC
hops +0.75Nhops, (2)

where NV C
hops is the number of regular VCs traversed by a

packet between tile ti and tj , NEV C
hops is the number of EVCs

traversed by a packet between tile ti and tj , and Nhops is the

number of physical channels (number of EVCs + number of

VCs − 1) traversed by a packet between tile ti and tj .

III. PROCESSOR ALLOCATOR

Internal architecture of the PA may vary with implemented

allocation algorithm that leads also to different I/O structures.

The detailed description of the PA structure that is considered

in this paper can be found in [30]. An allocation technique

used by a PA is most important part of the PA. We consider

most effective algorithms for 2D-torus and 2D-mesh systems.

More allocation techniques can be found in [6], [19], [26],

[28], [30], [31], [32].

A. Processor Allocation - Problem Statement

A 2D-torus topology, denoted by T (w, h), consists of

w × h nodes arranged in a w × h 2D grid. Each node in the

torus refers to an on-chip processor. The node in column c

and row r is identified by address 〈c, r〉, where 0 ≤ c < w

and 0 ≤ r < h. A node 〈c, r〉 is connected by direct

communication channel to its neighboring nodes 〈c ± 1, r〉
and 〈c, r ± 1〉, where in case if: i) c = −1, c ← w − 1; ii)

r = −1, r ← h − 1; iii) c = w, c ← 0; iv) r = h, r ← 0;

thus each node has four neighboring nodes.

2D Subtorus: It is a subgrid T (p, q) in the torus T (w, h)
such that 1 ≤ p ≤ w and 1 ≤ q ≤ h. A job requesting a

subtorus p×q is denoted by J(p, q). A subtorus S is identified

by its base (lower left node) and end (upper right node) and

is denoted as S[〈xb, yb〉〈xe, ye〉].

Busy Subtorus: A busy subtorus β is a subtorus, where all

of its nodes have been allocated to jobs. Similarly, a subtorus

is free when all of its nodes are free.

Busy Array: A busy array of a torus T (w, h) is a bit map

B[w, h], in which element B[c, r] has a value 1 or 0 if node

〈c, r〉 is busy or free, respectively.

Busy List: A busy list is a set of all busy subtoruses in the

system. Similarly, a free list is a set of all free subtoruses in

the system.

Base: A node that can be used as a base to allocate incoming

job. A base block is a subtorus whose nodes can be used as

base for free subtoruses to allocate a job. A set of disjoint base

blocks is called the base set.

Coverage: The coverage of a busy subtorus β with respect

to a job J is denoted by ξβ,J and it is a set of processors

such that use of any node in ξβ,J as the base of free subtorus

for the allocation of J will cause the job J to be overlapped

with β. The coverage set with respect to J is denoted by CJ

and it is the set of the coverages of all busy subtoruses.

For 2D-mesh topology M(w, h), the definitions are

equivalent. Additional terms used only in meshes are:

Reject Area: The reject area with respect to a job J ,

denoted by RJ , is a set of processors such that use of any

node in RJ as the base of free submesh for the allocation of

J will cause the job J cross the boundary of the mesh.

Sink: The sink of the reject area is the processor with

coordinates 〈w − p+ 1, h− q + 1〉.

An illustration and detailed description of the given terms

can be found in [6], [26], [28], [30], [31], [32].

For a given job J,CJ represents the set of processors, which

can not be the base of the free subtoruses (for meshes it is

CJ ∪ RJ ). Thus the base set for J is Z − CJ (for a mesh it

is Z − CJ −RJ ), where Z refers to the set of all processors

in the system. It is important to note, that the base set with

respect to J(p, q) is different from this with respect to J(q, p),
when p 6= q.
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B. Allocation Algorithms

1) Improved First Fit (IFF): The IFF algorithm [30] is the

approach with a bit map representing the allocation status of

processors in the mesh. The bit map idea has also been used in

[27], where the First Fit (FF) and the Best Fit (BF) techniques

are presented. In the IFF with respect to an incoming job

J(p, q), the busy array B (without considering reject area RJ )

is scanned in to create a coverage array CT , which is a bit map

representing the coverage set. In order to form the CT in an

efficient way, each coverage ξβ,J is divided into three regions:

job coverage, left coverage and bottom coverage. Then, two

scans are necessary: 1) All rows from right to left (determining

a job and left coverages); 2) All columns (left to right) from

top to down (creating a bottom coverage). The first available

node that does not belong to the coverage set is returned

and can serve as a base for the job J . The IFF strategy is

recognition complete by considering two job orientations: If

allocation of J(p, q) fails and p 6= q, then J(q, p) possibility

is checked.

With the IFF allocation, the achieved time complexity is

O(wh). Deallocation of processors in the systems with a busy

array reduces to clearing all the elements in bit map B. It is

done also in O(wh).
2) Bit Map Allocation for Torus (BMAT): The BMAT

technique [28] is developed for 2D-torus systems. It is based

on the bit map approach used in the IFF algorithm. With

respect to an incoming job, the busy array B is scanned

to create a coverage array CT in the form of bit map. The

methodology of creating coverage array CT is similar to IFF

scheme, however due to lack of reject area RJ in the torus

networks, all nodes have to be considered. Also similarly to

IFF, each coverage ξβ,J is divided into three regions: job

coverage, left coverage and bottom coverage. However, instead

of two scans required by IFF, the BMAT needs four passes

through CT : 1) All rows from right to left, two times each

(determining a job and left coverages); 2) All columns (left

to right) from top to down, two times each (creating a bottom

coverage). These additional two scans are due to wraparound

channels in a torus and they are obligatory.

The BMAT technique is recognition complete by manipu-

lating the job orientation. If for a given J(p, q) the allocation

fails and p 6= q, the scheme will change the orientation of

the job and then J(q, p) possibility is checked. When both

attempts fail, the allocation of the job fails.

The time complexity of the BMAT for allocation and

deallocation is O(wh).
3) Other Allocation Schemes: The other interesting alloca-

tion algorithms (for k-ary 2-meshes and k-ary 2-cubes) replace

a bit map with allocation status of cores by a list with busy

subgrids (list of processors that are busy). That strategy can

be found e.g. in IAS, ISBA and IQA techniques [6], [30]

for 2D-meshes or in BLAT, SAT and SBAT schemes [28]

for 2D-toruses. However, as it is reported in [30] and [32],

the algorithms are hardly synthesizable and they consume a

lot of logic. Moreover, simulations results [28] and energy

estimation [31] show that the performance of these algorithms

is not so bright. Thus in this paper, busy list algorithms are

not considered.

Another approach to the processor allocation problem is

not keeping in memory, information about subgrids that are

busy, but maintaining a list with free subgrids (keep list of

processors that can be allocated for a requested job). Such

approach is taken, e.g. in the FSL and CFL algorithms [1],

[30]. However, a synthesis of free list techniques is even

more difficult than busy list schemes [30]. Moreover, based

on computer simulations [1], [26], they are not performing

better than other techniques. Thus, similarly to the busy list

algorithms, the free list schemes are not considered in this

paper.

C. Energy of Processor Allocator

A synthesis of PAs based on allocation algorithms for 2D-

meshes and 2D-toruses is presented by the authors of this

paper in [30] and [32], respectively. Synthesis of the PA is

done for Altera’s Stratix III family device EP3SL150F780C2.

The presented results contain such parameters as the maximum

frequency fmax, logic utilization, number of registers used

and number of combinational ALUTs needed. Based on these

results, the energy consumed in a cycle for PA is estimated in

[31]. The results are used in this paper to describe the energy

consumed by PA.

IV. CMP - EVALUATION SYSTEM

The goal of creating an evaluation system for CMP is to

examine the NoC-based CMP with an integrated PA, without

time consuming and costly physical implementation. The

structure of the system allows testing of the PA driven by all

processor allocation techniques mentioned in this paper (Sec-

tion III). In the testing environment, the PA can be connected

with other nodes by the NoCs, which were analyzed in the

Section II. The testing environment provides the possibility

to test many NoC configurations. The experimentation system

is characterized by its modular design that allows complex

input-output tests for subsystems. The concept of the system,

its design and implementation is done in such a way to make

the experimental environment as close as possible to the real

CMP.

A. Proposed Structure of the System

A physical structure of the system is based on the concept

presented in Fig. 1. The logical modules of the system and

information flow are presented in Fig. 3. Each module is

described in next section.

B. Description of Modules

1) Parameters: It contains global parameters, common for

three modules: Data Generator, PA and NoC-based CMP. The

global parameters are:

• PG1: denoted by w – horizontal size of the mesh/torus,

• PG2: denoted by h – vertical size of the mesh/torus,

• PG3: defines, which topology is evaluated. In our system,

two topologies are supported: 2D-mesh and 2D-torus.
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Fig. 3. The logical organization of the experimentation system.

2) Results 1: The allocation algorithms quality criteria are

collected in the module Results 1. The evaluated criteria are

described in [28], and they are:

• E1: denoted by ta – time of allocation,

• E2: denoted by tp – processing time,

• E3: denoted by L – system load,

• E4: denoted by Fe – external fragmentation.

3) Results 2: In this module, NoC utilization is recorded.

The NoC utilization criteria are:

• E5: denoted by RV C〈x,y〉 – VC count, defined for virtual

channels for each router in a network, where 〈x, y〉 is

a network address of the router. The RV C〈x,y〉 contains

information, how many packets are transmitted through

VCs in the router 〈x, y〉, e.g. if twenty packets are

transmitted through router with address 〈3, 3〉 using its

VCs, the RV C〈3,3〉 is equal 20,

• E6: denoted by REV C〈x,y〉 – EVC count, defined for

express virtual channels for each router in a network,

where 〈x, y〉 is a network address of the router. The

REV C〈x,y〉 contains information, how many packets are

transmitted through EVCs in the router 〈x, y〉,
• E7: denoted by TRV C

– total VC count, contains VC

count value for all routers in the network, and it is defined

as:

TRV C
=

i=w−1∑

i=0

j=h−1∑

j=0

RV C〈i,j〉 (3)

• E8: denoted by TREV C
– total EVC count, contains EVC

count value for all routers in the network, and it is defined

as:

TREV C
=

i=w−1∑

i=0

j=h−1∑

j=0

REV C〈i,j〉 (4)

4) Data Generator: Based on global (PG1 and PG2) and

local parameters, the Data Generator module generates the

queue of tasks to allocate for the considered CMP. The logical

structure of the Data Generator module is described by the

relation O = R(P ) and is presented in Fig. 4. The elements

of the sub-system are:

Fig. 4. Block-diagram of the Data Generator module as input-output system.

• Problem parameters:

– PG1, PG2: global parameters,

– PL1: local parameter – number of jobs created by

generator,

– PL2: local parameter – maximum horizontal p and

vertical q size of the generated job J(p, q),
– PL3: local parameter – maximum execution time for

job J in PEs,

– PL4: local parameter – type of distribution, an ele-

ment of the set {normal, uniform}.

• Output O1: queue of jobs. Each job is characterized by:

job number, horizontal and vertical size and required

execution time.

The generator can produce normally and uniformly dis-

tributed pseudo-random numbers. For the size of a job J(p, q)
and the execution time of the job, generated numbers are

between 1 and local parameters PL2 and PL3, respectively.

The job number is assigned according to the job position in

the queue (first job has number 1, second 2, etc.).

5) Queue with jobs: The queue is the result of Data

Generator module. The queue of jobs is generated once before

experiment. The jobs in the queue are ordered in FCFS fashion

and are passed on to the PA module as such.

6) PA - processor allocator: The physical structure of the

PA is described in [30]. The PA determines the base for a job

supplied by the Queue module. The logical structure of the

PA module is described by the relation (O,E) = R(A,P )
and presented in Fig. 5. The elements of the sub-system are:

• Inputs:

– A1: job to allocate, supplied by the module Queue.

The job is characterized by: job number, horizontal

and vertical size and required execution time,

– A2: job to deallocate, supplied by the module NoC-

based CMP. The job is characterized by its size and

a base (bit map case) or job number (busy list).

Fig. 5. Block-diagram of the PA module as input-output system.
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• Problem Parameters:

– PG1, PG2, PG3: global parameters,

– PL5: local parameter – processor allocation algo-

rithm used in order to determine a base,

– PL6: local parameter – address 〈x, y〉 of the PA in

the network. A node with address of the PA can not

be a PE for jobs.

• Outputs:

– O2: job to allocate with a base determined by the

PA, characterized by job number, size and execution

time,

– E1, E2, E3, E4: evaluation criteria described in the

Results 1 module.

7) NoC-based CMP: This module is simulating the NoC

of the CMP. The physical structure was discussed in Section

II. The logical structure of the NoC-based CMP module is

described by the relation (O,E) = R(A,P ) and presented in

Fig. 6. The elements of the sub-system are:

Fig. 6. Block-diagram of the NoC-based CMP module as input-output
system.

• Input A3: is a job with a base. Based on the A3, the

module is able to determine, which PEs can be reserved

for the job. Reservation is done by sending allocation

packets from the PA to each processor required by the

job,

• Problem parameters:

– PG1, PG2, PG3: global parameters,

– PL7: local parameter – a flow control implemented in

the network and number of nodes that can be virtu-

ally bypassed using EVCs. For virtual-channel flow

control, PL7 is set to 0 (zero nodes can be bypassed).

Values greater than 0 mean that considered flow

control is an express-virtual-channel with number of

bypassed nodes specified by the parameter,

– PL8: local parameter – a routing algorithm that

determines the route of the packet, being an element

of the set {DOR, Valiant, DOR-LB, Valiant-LB,

Adaptive},
– PL9: local parameter – indicates an allowed number

of misroutes (misroute value). The parameter is valid

only in case, when the PL8 is set to “Adaptive”.

• Outputs:

– O3: job to deallocate with its size and the base,

– E5, E6, E7, E8: NoC utilization criteria described

in the Results 2 module.

C. Implementation of the System

All modules of the experimentation were developed in C.

The generator returns the queue of jobs as a text file. The

queue is processed in the next step by the PA module. The

results generated by the PA and NoC-based CMP modules

are in the form of text and excel files, to make further data

analysis easier.

The PA takes jobs from the Queue, job after job and tries

to find free PEs in order to allocate the job. If such free PEs

exist, the PEs are allocated for the job (the job is sent together

with a base to the NoC-based module). If there is no free PEs,

the PA waits until another job will release some PEs (FCFS

fashion). In order to find free PEs for a job, the PA module

uses one of the allocation schemes, presented in Section III of

this paper. Thus, all mentioned processor allocation algorithms

can be tested.

If there is enough free PEs for a job, the PEs can be

allocated. An allocation process is done by the NoC-based

CMP module. In order to allocate PEs, the allocation message

has to be sent from a PA to each PE assigned to a job. It is

assumed, that this message takes one flit, e.g. if job requires

6 processors, 6 flits have to be sent from a PA to all PEs

assigned to the job. Similarly, if a job is done, a deallocation

message (that takes also one flit) has to be sent from each

involved PE to the PA. Thus, the PA is updated and the just-

released PEs can accommodate another job. The evaluation

system is proposed to analyze a PA and traffic generated by

that PA, so, only allocation and deallocation messages are

considered. In a real system, a lot of different packets are

sent among nodes, e.g. just after allocation, messages with

commands and operands have to be sent to all the relevant

PEs. Similarly while processing, the PEs can exchange control

messages and data among themselves. When processing is

done, result messages have to be sent as well. However, in

this experimentation system, all messages other than allocation

and deallocation message are passed over.

The messages are sent using NoC. In the described experi-

mentation system, NoCs with parameters presented in Section

II can be evaluated.

As it was mentioned at the beginning of this Section, the

module responsible for NoC was written in C language, which

is sequential. It provided higher implementation flexibility over

concurrent languages (like e.g. SystemC) without decreasing

the quality of this paper. Many NoCs have already been

implemented, e.g. [3], [5], [15], [25], and all performance

and implementation aspects have been described. Thus in

this experimentation system, the exact analysis of the NoC

parameters, like performance of routing algorithms, analysis

of deadlock and livelock occurrences, timing issues, etc., are

not included. Instead of focusing on parameters of NoC,

the evaluation system performs detailed analysis of the PA.

For the analysis of the PA and its impact on the NoC, the

sequential simulation is convenient and adequate. The chosen

implementation had an impact on implemented routing algo-

rithms, where deadlock situation could not occur. The DOR,

Valiant, DOR-LB and Valiant-LB are oblivious techniques,

thus the livelock can not occur as well. The Adaptive routing
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technique employed in the system uses historical data of

network resource usage in order to route the packet. A physical

channel that is used not so often has a priority over the channel

used very intensively. As in earlier mentioned techniques, the

deadlock situation in the Adaptive algorithm case can not

occur. However, the livelock situation is possible. In order to

avoid livelocks, the misroute value (which can be defined in

the simulation system) is implemented.

The presented experimentation system allows exact ana-

lyzing of PA behavior, based on all algorithms mentioned

in this paper. Additionally, for the presented NoC solutions,

investigation of the traffic generated by PA is also possible.

Together with the energy model proposed in [31], an energy

consumption of the traffic can be determined as well. The

synthesis results presented in [30] and [32] provide the energy

utilization by the PA that allows complete energy analysis of

the processor allocation for the NoC-based CMP.

V. EXPERIMENTAL RESULTS

The CMP simulator was run on the on Intel Pentium 4

machine (2×3GHz processor) with 2 GB of RAM. According

to conclusion from Section III, the final experiments were

performed for allocation techniques based on bit map, i.e.

the IFF and BMAT algorithms. For the IFF algorithm, the

free PEs allocated to a job are always adjacent like in mesh

topology. However, such adjacent PEs can also communicate

among each other and the PA using the torus topology. Thus,

for the PA driven by the IFF algorithm, we consider two cases:

• IFF-mesh – where PEs adjacent like in the mesh com-

municate between each other using mesh-based NoC,

• IFF-torus – where PEs adjacent like in the mesh commu-

nicate between each other using torus-based NoC.

The BMAT technique finds free PEs for the requested job

based on the torus topology, thus the neighboring PEs allocated

to a job can be adjacent by using the wraparound channels.

In order to exchange messages, the PEs could use a mesh-

based NoC. However, in such case we could destroy locality

of the PEs allocated to one job. Additionally, jobs allocated to

PEs using wraparound channels would not be contiguous, if a

mesh-based NoC would be used. In this paper, the contiguous

allocation strategies are considered, thus for the PA based on

the BMAT strategy, we consider only a torus-based NoCs as

the communication medium.

A. Routing Algorithms and Topology Comparison

In this experiment we analyzed five routing algorithms:

DOR, Valiant, DOR-LB, Valiant-LB and Adaptive. The ob-

jective of this experiment is to evaluate the routing techniques

and determine, which routing technique and what PA used in

the CMP provide the best energy-performance characteristic.

In the experiment, queue of jobs is generated using the Data

Generator module with problem parameters: i) PG1: 10, ii)

PG2: 10, iii) PL1: 1000, iv) PL2: ⌈0.4 ∗ w⌉ and ⌈0.4 ∗ h⌉, v)

PL3: 500, vi) PL4: normal.

Jobs from the queue are allocated by the PA configured

with IFF and BMAT algorithms. The jobs are allocated to PEs

using NoC driven by one of the five presented routings. NoC

is tested for all described routings. For each routine, the same

job queue is applied. In the experiment, the PA and NoC-based

CMP modules are configured as follows: i) PG1: 10, ii) PG2:

10, iii) PG3: {2D-mesh, 2D-torus}, iv) PL5: {IFF, BMAT},
v) PL6: 〈0, 0〉, vi) PL7: 0, vii) PL8: {DOR, Valiant, DOR-LB,

Valiant-LB, Adaptive}, viii) PL9: {1, 2, 3, 4}.
The obtained energy results are collected in Table I, where

energy of PA, NoC and the total energy are presented. An

Adaptive-Mx algorithm in the table represents the Adaptive

algorithm with a maximum number of x misroutes. The

presented energy results are calculated according to formulas

(1) and (2), and based on the results of synthesis presented

in [30] and [32]. During calculations it was assumed that the

width of one flit is 32 bits, which is the most popular width

used in research [20].

The largest amount of energy was consumed in mesh-based

NoC case (IFF-mesh case in the Table I). Lack of wraparound

channels in mesh topology makes longer routes that increases

the number of routers used in transmission together with the

amount of energy needed to send a message.

The PA with BMAT allocation strategy consumed signifi-

cantly (6 times) more energy than IFF scheme. It is a price

for wraparound channel recognition offered by BMAT. Among

NoCs considered in the experiment, the NoC with the DOR

routing technique achieves the lowest energy usage. It is not a

surprise because DOR is the easiest possible algorithm and it

routes packets through minimal paths. The Valiant algorithm

requires a high amount of energy to route the traffic. Even

the most advanced Adaptive routing algorithm with three

misroutes allowed, achieves better energy performance.

In Fig. 7 and Fig. 8, the VC count RV C〈x,y〉 of each router

with DOR, DOR-LB and Adaptive-M3 routing techniques is

shown. Both figures present NoC, where the PA with IFF

allocation scheme is implemented, but in Fig. 7 the 2D-mesh

topology is employed, while in Fig. 8 it is the 2D-torus. The

traffic was better balanced for torus-based NoCs: IFF-torus

(Fig. 8) and BMAT (not shown). The balancing of traffic has

significant impact on the thermal aspects of chip utilization.

If traffic has a good balance, routers used are spread across

the whole chip. In such case, it is much easier to deal with

heat dissipation than in the case, where there is weaker traffic

balance (Fig. 7). In both the figures, the weak traffic balance

for DOR routing can be noticed. However, this disadvantage

can be compensated by very low energy consumption (Table

I). Low traffic balance provided by DOR can be eliminated

by load balance extension (DOR-LB case in the figures). The

DOR-LB brings significant balance improvement, moreover,

it remains still minimal and still needs the smallest amount

of energy. Among all the considered routing techniques, the

Adaptive scheme is characterized by the best traffic balance

and together with its energy performance becomes very attrac-

tive, especially in comparison to Valiant techniques.

The experiment reveals the enormous advantages of IFF-

based PA with torus-based NoC. The IFF-Torus approach is

characterized by very good energy performance, moreover,

torus topology of NoC ensures better traffic balance than mesh.

This solution in conjunction with DOR-LB routing technique

gives very good energy-balance characteristic. The BMAT-
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TABLE I
ENERGY CONSUMPTION OF THE PA, NOC AND TOTAL CMP DEPENDING ON THE USED ROUTING ALGORITHM

PA Energy [µJ] NoC Energy [µJ] Total CMP Energy [µJ]

BMAT IFF BMAT IFF-Mesh IFF-Torus BMAT IFF-Mesh IFF-Torus

DOR 1633.126 256.854 4.223 6.28 4.252 1637.349 263.135 261.106

Valiant 1633.126 256.854 7.535 10.16 7.578 1640.661 267.014 264.432

DOR-LB 1633.126 256.854 4.223 6.28 4.252 1637.349 263.135 261.106

Valiant-LB 1633.126 256.854 7.578 10.173 7.586 1640.698 267.027 264.44

Adaptive-M1 1633.126 256.854 5.397 7.415 5.413 1638.523 264.269 262.267

Adaptive-M2 1633.126 256.854 6.531 8.601 6.568 1639.657 265.455 263.422

Adaptive-M3 1633.126 256.854 7.525 9.658 7.579 1640.651 266.512 264.433

Adaptive-M4 1633.126 256.854 8.536 10.727 8.553 1641.662 267.58 265.407

Fig. 7. VC count of each router in the network in IFF-Mesh case for DOR,
DOR-LB and Adaptive-M3 routing algorithms.

Fig. 8. VC count of each router in the network in IFF-Torus case for DOR,
DOR-LB and Adaptive-M3 routing algorithms.
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based PA demonstrates very high energy consumption that

makes this solution less attractive.

B. Impact of Express Virtual Channels

In this experiment, the express-virtual-channel flow control

is implemented and compared with its virtual-channel coun-

terpart. It is done by enriching routers in the experimentation

systems by express buffers. As in previous experiments, the

same queue of jobs has been taken. A PA with IFF and

BMAT allocation algorithms is employed for the queue. For

all combinations, a NoC with all five routing algorithms is

investigated. For each routing technique, two flow control

mechanisms (virtual-channel and express-virtual-channel) are

implemented. In this experiment, the PA and NoC-based CMP

modules are configured as follows: i) PG1: 10, ii) PG2: 10,

iii) PG3: {2D-mesh, 2D-torus}, iv) PL5: {IFF, BMAT}, v)

PL6: 〈0, 0〉, vi) PL7: {0, 1, 2, 3}, vii) PL8: {DOR, Valiant,

DOR-LB, Valiant-LB, Adaptive}, viii) PL9: {1, 2, 3, 4}.

The results of experiment are presented in Table II. The

length of EVC in the table represents the parameter PL7 –

number of routers that can be virtually bypassed by EVC. As

it can be noticed, implementation of EVCs for all considered

routing techniques decreases the amount of energy used.

Especially for mesh-based NoC, the saving offered by express-

virtual-channel flow control is significant. The best achieved

results are for cases where the number of VC buffers used

is reduced by employing more express buffers. Thus, if more

express buffers are used, the gain in energy saving is higher.

The number of express buffers used depends on the length

of EVC, size of mesh/torus and size of jobs. For the NoC

under consideration, in almost all cases the higher EVC usage

and energy saving is achieved for PL7 equals 2 – one express

channel bypasses virtually two nodes. In few cases for IFF-

Mesh instance (DOR, DOR-LB, Adaptive-M1), configuration

with PL7 equals 3 delivered better results.

In all the investigated cases, implementation of express-

virtual-channel flow control brings energy saving to make

it the clear choice for modern CMPs. Length of EVCs had

impact on the amount of energy saved and its choice has to

be made individually for each system.

The advantage of EVCs can be observed especially for

NoC with mesh topology, where the saving is the highest.

However, even with significant benefits offered by express

buffers in meshes, the torus topology provides better energy

characteristic in all considered cases.

VI. CONCLUSIONS

We have proposed an experimental scheme to evaluate

the NoC-based CMP with integrated processor management

system. The system can analyze many NoCs that differ in

topology, routing algorithm and flow control. Similarly, PAs

with many allocation algorithms can be investigated. The sug-

gested system considers energy efficiency and traffic character-

istic as decision making criteria. Together with the proposed

evaluation system, most important approaches to both, NoC

and PA have been described. The proposed simulation system

has been employed to conduct experiments, results of which

have been presented and discussed.

The outcomes confirmed the good results of CMP with PA

driven by IFF algorithm, while BMAT turned out to be very

energy inefficient. However, for NoC, the best load balance

and energy consumption are achieved for the torus network.

This led to the idea of implementing the PA driven by IFF

with torus topology of the NoC. This approach brought the

best effects. The IFF-based PA and torus-based NoC driven

by DOR-LB routing with express-virtual-channel flow control

delivered the best load balance and energy characteristic. If

higher reliability and load balance are needed, the adaptive

routing technique with carefully chosen parameters can also

be a very good idea.
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