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Abstract—A variety of algorithms allows gesture recognition in 

video sequences. Alleviating the need for interpreters is of 

interest to hearing impaired people, since it allows a great degree 

of self-sufficiency in communicating their intent to the non-sign 

language speakers without the need for interpreters. State-of-the-

art in currently used algorithms in this domain is capable of 

either real-time recognition of sign language in low resolution 

videos or non-real-time recognition in high-resolution videos. 

This paper proposes a novel approach to real-time recognition of 

fingerspelling alphabet letters of American Sign Language (ASL) 

in ultra-high-resolution (UHD) video sequences. The proposed 

approach is based on adaptive Laplacian of Gaussian (LoG) 

filtering with local extrema detection using Features from 

Accelerated Segment Test (FAST) algorithm classified by a 

Convolutional Neural Network (CNN).  The recognition rate of 

our algorithm was verified on real-life data. 
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I. INTRODUCTION 

XISTING state-of-the-art image recognition algorithms 

struggle in real-life applications, especially when it comes 

to high resolution images produced by devices people 

nowadays carry with them daily. Most of the recent 

advancements rely almost exclusively either on deep neural 

networks [1] or algorithms with high computational 

requirements such as SIFT or SURF [2]. All of these methods 

suffer from real-time processing performance limitations, 

resulting in the need to greatly reduce the resolution (via 

under-sampling) of images used for recognition. This 

effectively negates all benefits the increased image resolution 

brings to the process of recognition and limits achievable 

recognition rate [3], [4]. To this day there is not a single 

publicly available proven system for ASL recognition from 

video sequences that would work on devices with 

computational power like smart mobile phones or standard 

desktop computers which would use only input images for 

real-time recognition. The need for such systems arises from 

social demand for communication means usable by people 

with hearing impairments. They are often pushed from the 

mainstream society due to not being able to effectively 

communicate with anyone but members of their community 

and their own family. Having the ability to be able to 
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understand what a person using ASL wants to convey just by 

pointing a camera of a regular smartphone and its standard 

computational power is highly desirable. 

II. THEORY 

Our method is based on finding features in images using 

adaptive LoG filtering, followed by local extrema detection 

using method FAST-like algorithm. Extracted features are 

used as input into Convolutional Neural Network. 

A. Laplacian of Gaussian 

The Laplacian of Gaussian is yielded by the second 

derivative of a standard Gaussian function [5]: 

 

     (1) 

Where  is a Gaussian defined as [5]: 

                   (2) 

Applying the derivations yields the LoG as [5]: 

 

         (2) 

 
This filter has the advantage of preforming smoothing and 

high frequency edge detection at the same time, thereby 

suppressing the effects of high frequency noise [6], [7]. 

B. Features from accelerated segment test 

The original FAST algorithm was designed for identifying 

points of interest in images. The algorithm calculated a 

Bresenham circle of radius 3 for each point in an image [8] 

and each pixel in the circle is clockwise assigned an 

addressing integer number from the range 1-16 [14]. If a set of 

 contiguous pixels in the circle have greater intensity value 

than the intensity of a candidate pixel  plus a threshold value 

 or all darker than the intensity of  minus threshold value , 

then  is classified as point of interest [9]. Values of  and 𝑡 
can be chosen experimentally [8]. One of the most important 

features of this algorithm is its computational speed. We 

adapted this algorithm for our purposes by changing the radius 

of Bresenham circle from 3 to 4 for resolution from Full HD 

to UHD and to from 3 to 5 for images with resolution 4K and 

larger. [14] 
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Fig. 1. Visualization of original FAST algorithm [9] 

C. Convolutional Neural Network 

A typical CNN consists of a single input, single output as 

well as multiple hidden layers. The hidden layers of a CNN 

are typically convolutional layers, pooling layers, fully 

connected layers and normalization layers [10]. 

The input layer defines the size of the input vectors/matrices 

of a convolutional neural network and in case of images 

contains the raw pixel values of the images. This layer also 

often performs data normalization by subtracting the mean 

image of the training set from every input image [11]. 

A convolutional layer consists of neurons that connect to the 

regions of the input images or the outputs of the preceding 

layer. A convolutional layer learns the features localized by 

these regions while scanning through an image. The size of 

these regions is defined using the filter size [12][15][16].  

In the training phase the network computes a dot product of 

the weights with the input, and then adds a bias term. A set of 

weights that are applied to a region in the image is called a 

filter. The filter is then moved along the input image vertically 

and horizontally, repeating the same procedure for each 

region, that is, convolving the input. As the filter moves along 

the input, it uses the same set of weights and bias for the 

convolution, forming a feature map. The convolutional layer 

produces precisely as many feature maps, as the number of 

filters [11]. 

Convolutional and batch normalization layers are usually 

followed by a non-linear activation function such as a rectified 

linear unit (ReLU) performing a threshold operation to each 

element, where any input value less than zero is set to zero. 

The ReLU layer does not change the input size [12][13]. 

Batch normalization layers are used between convolutional 

layers and non-linearities such as ReLU layers to speed up 

network training and reduce the sensitivity to network 

initialization. The layer first normalizes the activations of each 

channel by subtracting the mini-batch mean and dividing by 

the mini-batch standard deviation [13].  

Max and average-pooling layers follow the convolutional 

layers for down-sampling, hence, reducing the number of 

connections to the following layers (usually a fully connected 

layer). They do not perform any learning themselves but 

reduce the number of parameters to be learned in the 

following layers. They also help reduce overfitting. A max-

pooling layer returns the maximum values of rectangular 

regions of its input [11]. 

The convolutional layers are followed by one or more fully 

connected layers. All neurons in a fully connected layer 

connect to all the neurons in the previous layer. This layer 

combines all the features (local information) learned by the 

previous layers across the image to identify the larger patterns 

[12][15][16].  

 

For classification problems, a softmax layer and then a 

classification layer must follow the final fully connected layer. 

The output of the softmax layer consists of positive numbers 

that sum to one, which can then be used as classification 

probabilities by the classification layer which uses the 

probabilities returned by the softmax activation function to 

assign the input to one of the mutually exclusive classes and 

compute the loss [11][15][16]. 

III. PROPOSED ALGORITHM 

The first step of our proposed algorithm is image pre-

processing using color filters and cropping. This algorithm 

preforms a quick skin color detection and removal of all other 

colors. Only the largest skin color object in the image is 

preserved. 

 

 
Fig. 2. Input image pre-processing 

In the same step the hand is centered and cropped from all 

sides to create the smallest possible square. Cropping is 

accomplished by cropping continuous zero elements of the 

original matrix, until a new square matrix is formed. The 

square image is then convolved with discrete LoG filter. The 

size of the filter is dependent on the resolution of the input 

image. The filter size can be 11x11 for small image such as 

512x512, 21x21 for images with resolution 1024x1024, 41x41 

for 2048x2048 images and 81x81 for 4096x4096 or UHD/4K 

images. This filter can be scaled indefinitely with increasing 

resolution. Sequences captured by CMOS DSLR were used 

during the creation and testing of this algorithm. Their original 

resolution was 6000x4000 and after preprocessing they were 

cropped to 3800x3800 on average. 

 

 

Fig. 3. Visualization of LoG filters with size 11x11, 21x21, 41x41 and 

81x81 
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Resulting matrix obtained by the convolution of cropped 

ASL image with a LoG filter is visualized in figure 4. 

 

 

Fig. 4. Application of LoG filter to hand image. 

The result is a smoothed edge image that preserves edges 

and high frequency components of the original image. The 

image is converted to greyscale before the convolution in 

order to reduce the computational requirements in further 

steps. Such a conversion does not influence the ability to 

recognize the image. 

The next step of our algorithm is the application of adaptive 

FAST algorithm. The size of Bresenham circle was set to 5 for 

the used input images (mostly square image with size 

4000x4000). The resulting points of interest and thus feature 

components of feature vector are displayed in figure 5. 

 

 

Fig. 5. Position of FAST feaure point in image 

Relative positions of these key-points is extracted from ,  

position of key-points divided by the size of the analyzed 

image and saved in a feature vector. Figure 6 displays only the 

positions of these key-points extrapolated from the feature 

vector to a 512x512 matrix. 

 

 

Fig. 6. Key-points displayed in a 512x512 matrix 

The last step is using the CNN for feature vector 

classification. The used network was trained using feature 

vectors obtained from other images of the same ASL alphabet 

signed by different people. For the purposes of testing our 

convolutional neural network was implemented in MATLAB. 

It consisted of 19 layers, configuration of which is displayed 

in the MATLAB capture (figure 7). 
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Fig. 7. MATLAB capture of CNN configuration 

The chosen training method for our network was SGDM 

(Stochastic Gradient Descent with Momentum). The entire 

database consisted of 26 signs, each with 10 samples of the 

same sign. [15][16] 

The number of samples was low due to low availability of 

ASL high resolution videos and photographs. All our database 

samples had to be created by volunteers. We had to increase 

the size of the database artificially to compensate for the low 

number of samples and differences in the shape of human 

hand. 

The database images were manually rotated and distorted. 

They were all thickened and thinned from -5% to +5% with 

the step 1%. In this way we turned one database image into 11 

images.  

Fig. 8. Thin, original and thick version of image. 

 

 

 

 

Figure 8 shows what the -5% thinner and +5% thicker 

version of the hand looks like compared to the original. 

It was also imperative to compensate for different possible 

rotations for each hand posture. The training data set was 

therefore extended with different rotations of each sign’s 

original image.   

 

Fig. 9. Rotated and reshaped of the same hand 
 

Figure 9 displays different variants of the rotated hand 

image, rotated from -5° to the left to +5° to the right with a 1° 

step. 

 After both extensions were applied, 1 sample image in the 

training data set was transformed into 121 separate training 

images. All 10 samples were thus transformed into 1210 

samples. Multiplied by 26 different signs, the final size of the 

available data counted 31460 images. 
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IV. PROPOSED ALGORITHM 

Various configurations of convolutional networks were tested 

with the one in figure 7 providing the best results. The training 

process took 30 minutes on average. 

9 sets of samples (9 x 121 images) for each sign were used 

for training and one set (121 images) for testing. After the 

testing was complete, the order of which signs were used for 

testing and training was changed. The best recognition rate 

reached was 96,79% and it was reached using trained neural 

network from figure 7. The average recognition rate for all 

trainings was 91.34%. 

he recognition rate was influenced by many factors, most 

notably by the very small size of the training database. Most 

CNNs require training sets with hundreds of thousands of 

samples for each classification category to reach ideal 

recognition rates. Our database consisted of many variations 

of the same data. Based on the experience with many different 

applications and image databases, the potential recognition 

rate can be further improved to get close to 98% by massively 

increasing the training dataset [17]. 
 

 

Fig. 10. Visualization of CNN training and recognition process 
 

 

Fig. 11. Best results reached  

 

Figures 10 and 11 show the training process in MATLAB. 

The training was performed on a GPU. The feature extraction 

process for each image took on average 0.432246 seconds and 

the classification took 0.005951268244576 seconds. This 

process allows for recognition of 2 images per second. The 

processing speed of MATLAB is quite low compared to 

native languages such as C. It is stated on MATLAB forums 

that the same optimized application implementation natively 

in C is roughly 10 times faster than in MATLAB (this is a 

very rough estimate and requires further verification). Taking 

this into consideration, the recognition rate of our algorithm 

could theoretically reach 20 sign language images per second, 

which is far greater speed than any individual person can sign 

per second. We believe that the algorithm has quite a large 

potential for various applications, considering that it was able 

to classify images with resolution 4000x6000 pixels.  
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