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Abstract—In order to improve the operational reliability and
service life of the main systems, components and assemblies
(SCA) of railway transport (RT), it is necessary to timely detect
(diagnose) their defects, including the use of the methods of
intellectual analysis and data processing.

One of the promising approaches to the synthesis of the SCA
functional control system is the use of intelligent technology
(INTECH) methods. This technology is based on maximizing the
information capacity of an automated decision support system
for detecting faults during its training.
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I. INTRODUCTION

NSURING reliable and trouble-free operation of all
railway and high-tech railway systems remains one of the
priority tasks in the segment of scientific developments related
to the implementation, operation and modernization of such
high-tech complexes. As has been shown by many scientists
who have been engaged in research in this direction, in order to
increase the operational reliability and service life of the main
systems, components and assemblies (SCA) of locomotives,
timely identification (detection) of their defects is necessary,
even before an emergency occurs. This problem is solved by
the functional control system directly during the operation of
the control system. In addition, in practice, the recognition
classes characterizing the possible functional states of SCA
intersect in the feature space, that requires defuzzification of
fuzzy data. When using a quantitative scale for measuring
detection features, an effective method of such defuzzification
is the use of machine learning. This approach makes it possible
to transform the a priori fuzzy partition of the space of features
for detecting anomalies in operation and faults of SCA into a
clear set [1-5].
One of the promising approaches that need further develop-
ment of the synthesis of a functional control system of SCA
of RT is the use of ideas and methods of information-extremal
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intelligent technology (IEI-technology), based on maximizing
the information capacity of the decision support system in the
training process of the automated detection system of SCA.

II. PURPOSE OF THE RESEARCH

1) The solution of the problem, in particular, is associated
with the need to form on the basis of known and new
features (i.e., which were not initially entered into the
knowledge base of the automated detection system -
ADS) of the so-called object used for training (OUFT).
This object is a matrix based on the realizations of the
features of anomalies in the operation of SCA.

Within the framework of the article, the following tasks are
solved:

- to form a glossary of feature implementations for each
class of anomalies or faults, as well as an alphabet of classes
in terms of fault detection objects (FDO)

- to determine the minimum size of the matrix that is used
in the training process of the ADS (OUFT) (subject to the
requirements for its representativeness);

- to determine the normalized permissible deviations for the
implementation of the features of recognition (detection) of
anomalies or faults in the operation of the control system of
railway rolling stock.

III. METHODS AND MODELS

In order to obtain an input mathematical description of the
ADS, it is necessary to study and analyze in detail the features
of operation of the primary sources of information, from which
the ADS system receives data on the certain realizations of
the features of faults. For example, in existing methods and
means of ND, there are used devices as primary sources of
information. The mathematical model of ADS in general form
as a set-theoretical structure can be represented as follows [14,
15]:

Ap =(IS,T,RS,SS,08,,d), (1
where 15— a set of input signals that are processed in ADS;
T — moment of time to obtain information about the state

of the detected system, node or assembly;

RS — a set of feature implementations that are used in
the process of detecting faults;

SS— a space of possible states for a system, node or
assembly that are subject to the NDC procedure;
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OS — aset of data that is obtained at the output from the
module for primary processing of signals (information), for
example, from the NDC tools. Or the module of primary data
processing - PDPM;

II: IS xT xRS — 5SS — transition quantifier (used
to record changes in the state of SNA, which are subject to
detection during their operation. It is assumed that a change
in states can occur under the influence of internal or external
factors)

O:ISxT xRS - LM
set LM (learning matrix - m).

The Cartesian product of sets IS,7T, RS,SS is used as a
universe UT of tests during ADS testing

— formation quantifier of the

UT =1SxT x RS xSS. 2)

IIL.I Problem statement.

The ADS scheme, which includes a software module with
self-training elements, is shown on Figure 1.

The quantifier OO : CLI?l — RC'?l is used to divide the
space of realizations of the OR features (faults or anomalies
in the operation of SCA or - faults detecting objects - FDO)
into two recognition classes.

The classification parameter OC' is used to test the statistical
assumption (that is, the hypothesis) that the FDO belongs to
a certain class of faults or anomalies in the operation of SCA.

After assessing the hypotheses using the quantifier hy,
there is formed a set AR that characterizes the accuracy of
detecting the corresponding faults or anomaly in the operation
of SCA (i.e., FDO).

It is accepted that (- the number of statistical assumptions,
is = (%2~ the number of characteristics that can be processed
in the ADS for SCA of the railway rolling stock.

e ISxTxRSxS5xC —I
oa, ot
LP
CR AR"
oc. of8 hy
oc
@ P2l
> RC Jl |

Fig. 1. Schematic diagram of the ADS software module

The quantifier op forms a set C'R that allows to implement
the procedure for assessing the efficiency of detecting faults
or anomalies in the operation of SCA within a class.

The quantifier o closes the detection loop and is used
to optimize the system of control deviations from templates
(norms) that are stored in the ADS repository.

Quantifiers ®; : IS x T'x RS x S8 x C — LM and
®, : LM?l — LI are used to form the input matrix used in
the training process of the ADS (ITM) and in the organization
of the binary training matrix (BTM), respectively. Here C - a
fragment of data for detection.

The set C'E is closed sequentially by quantifiers oa; :
CR — CE and oay : CE — LM/?!. These quantifiers allow
to change the realizations of FDO features for different classes
in the process of training ADS.

A quantifier LP : CR — IS xT x RS x 585 x C is used
to regulate the ADS training process.

Based on the conceptual scheme of the ADS operation,
presented on Figure 1, we will formulate the following for-
malized statement of the problem of information synthesis
of the ADS elements. Let the alphabet of FDO classes
{CLY|s=1,5} and a multidimensional binary matrix used
for training (MBMT of FDO) which, accordingly, charac-
terizes the m—th functional state of SCA for a specific
recognition class C'L?, be known:

Y
2 2 2 2
m m) ) mix

Hmsi — 4 , A @)
R
m{) m{Y o om)

In expression (3)), the following designations are adopted:
row of the matrix — implementation of the FDO
{mgjz |i = ﬁ} representation, N — the number of infor-
mative realizations of featuljes used to detect SCA; column
- a stochastic sample {mijl) ] J :m}that is used during
training for a sample of size n.

A clear organization of the glossary of realizations of
recognition (detection) features (or GFDO) is a prerequisite
for ADS. The procedure for filling GFDO Z'N |, where
N = DS INlis implemented as a sequence of actions
aimed at formalizing the realization of features. In this case,
the primary features characterize directly the failure of SCA,
and the secondary features are derived from the primary ones.

As primary realizations of features, you can use parameters
that are read from certain sensors or experimental data ob-
tained directly, for example, during the implementation of the
methods of the NDC SCA of railway rolling stock.

Various statistical characteristics can be used as secondary
realizations of FDO features, for example, vectors of re-

alization of a certain class {m(fl) |i :1,7N}, training set
{mgjz lj = 171} for OUFT, etc.

The alphabet of FDO classes {m} for ADS is formed at
the first stage by the system developer with the involvement
of specialists in diagnosing faults of the railway rolling stock.

At the second stage, the synthesis of the alphabet continues
with the help of intelligent systems and technologies, for
example, with the help of DSS or expert systems (ES) [14—
17], which are capable of directly operating in the mode of
cluster analysis of input data.

As was shown earlier in [3—10], in case of the invariability
of the glossary of the realizations of features of FDO and
an increase in the capacity of the alphabet, it is possible to
change the asymptotic characteristics of ADS. Accordingly,
this factor can significantly affect the functional efficiency of
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the training procedure for such systems. This is, in particular,
due to an increase in the degree of intersection of classes of
faults or anomalies in the operation of ADS, which are subject
to detection.

IILII Formation of a binary matrix for training ADS

For a more convenient implementation of the procedure for
creating a container, the following assumption is made: there
is a container (CON) [14, 15], which allows consideration
of the optimization parameters of CON in a binary feature
space (BFS - RS;), for some standard vector, for example,
cls € CLY. The vertex of the vector defines the geometric
center of CON - C¢. To calculate the radius (container radius),
taking into account the works [14, 15, 16, 17], the following
expression was used:

N
rs = Z (Clm,i @ Cz)a (4)
i=1
where cl, ; — i-th coordinate of the standard vector cly;

(; — i—thcoordinate of the vector ¢ for FDO realization,
the vertex of which refers to the container C¢ € C'LY;

N — number of realizations of FDO features in the ADS
knowledge base.

The advantage of the K-means algorithm is its low computa-
tional complexity, while the algorithm works well when a large
amount of data is processed. The DBSCAN algorithm is rather
slow with a large amount of data. In the tasks of automatization
of the SCA diagnosis, as a rule, the data volumes are small
and the use of the K-means algorithm does not give a tangible
effect [12].

Let’s suppose that a series of measurements of the values of
the controlled realizations of features in FDO for SCA of the
railway rolling stock has been carried out, and the resulting
matrix has the following form:

0 1 ... 1 .. 1
1 0 ... - 1
m=1 - 1 0
1 1 ... — ...0

Thus, the set of objects to be checked belonging to a class is
specified by binary features. A dash indicates the uncertainty
of the realization of the feature for FDO.

More detailed research results of the procedures for the
formation of binary matrices used for training in recognition
systems are given in [14-17], as well as in US patents: US
2011/0208714 A1; US9294502 and others.

We will assume that in order to assess the functional
efficiency of a self-training ADS, it is also necessary to
take into account the effect on the parameters of its opera-
tion of a structured vector of space-time parameters v =<
V1,y...,Vk,...,VRs >. We also take into account the corre-
sponding restrictions RCy, (v1,...,vrs) < 0. Using the tech-
nology of training ADS, the task of determining the optimal
parameters of the vector {v*} in the field of determining max
of the information criterion of the effectiveness of training

ADS is set as the resulting goal of the training procedure [14,
15]:
CR} = maxyCRj, 5)

where C'R; — information effectiveness criterion (IEC) of the
ADS training procedure during the detection of the FDO class
CLY

V' — permissible values of the parameters of ADS func-
tioning.

Thus, during the information synthesis of ADS, it is possible
to partially solve the problem by determining the optimal
values of the parameter v}:

vy = argy, CRg, (6)

where Vj— the range of permissible values of the parameter
Vk.

Let’s consider the procedure for the DSS functioning as an
element of ADS in the training mode “with a teacher”, i.e. the
case where there is a matrix used for training.

As a result of working with the multidimensional informa-
tion space of the realization of features of FDO ADS for the
railway rolling stock, it is possible to obtain a binary training
matrix (BTM) {CL{;}, which consists of structured vectors-
implementations of the image of the corresponding anomaly
in the operation of SCA or their fault:

cll = <clsji,...,cl£j),...,cli{])\,>. (7

k) 71’

The binary training matrix is also used to assess the ver-
ification of permissible deviations in the detection process
(or the permissible deviations verification/control system -
PDCS). PDCS {4,,; |i = 1, N }, as well as the parameters that
determine the sample of coordinates of binary vectors for the
standard classes of FDO, are subsequently stored in the ADS
database.

For example, Figure 2 shows an example of converting
component temperature measurement data in decimal and
binary form for ADS.

Nen/n Aecatidroe [lBOMUHOE NpeAacTagneHue
npeacrasneHue
c1 73 #0100 1001,
C2 98 4/ 01100010 \
3 99 J  oioo0011
ca 115 I 0111 0011
cs 129 I‘ 1000 0001
C6 140 1000 1100
c7 18 0001 0010
[ 200 1100 1000
9 201 1100 1001
10 240 1 1111 0000 7
c11 56 N ooi1i000
c12 236 N, 1110 1100
v

Fig. 2. An example of the formation of a binary matrix for training ADS

Similar binary training matrices can be obtained for other
units of measurement that are now used in the NDC tools. At
the same time, the use of binary data representation is much
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more effective precisely in systems based on machine learning
methods and intelligent technologies for data analysis, which
was previously shown in [11-17].

In the DSS training mode as a part of ADS, a binary matrix
OUFT is formed over a period of time 7, which is fed to
the input of the DSS software component module responsible
for the ADS training procedure. Note that the formation of
OUFT should occur for a predetermined level of confidence
to the generated OUFT matrices. Many works in the field of
machine learning systems have been devoted to this issue [5,
13, 15, 17].

IV. EXPERIMENT

Figure 3 shows the process of forming the structure of the
matrix used for training ADS. Moreover, the formation of the
structure occurs in stages, including the vectors of realizations

clgj) € CLY and foléj) € CL3, respectively [14-16].

To create such a matrix, only the important characteristics
of FDO should be selected. That is, the characteristics that
uniquely distinguish some realizations of features of faults
or anomalies in the operation of SCA within the class from
others.

All possible values of each FDO property can be encoded
in binary form [17], or using non-negative integers [14, 16],
where zero corresponds to an undefined value of the FDO
property. This, in particular, makes it possible to take into
account the missing, new, or not yet provided values of the

FDO properties.

The result of the

Multidimensional
feature
space

Two-
dimensional
matrices

—>

formation of

MBTM
d® ad® .od?  df o
. ~ > . ~~ VAN ~- J
cr cr ... @58

Fig. 3. Scheme of work with the multidimensional information space of the
realizations of features of FDO ADS for the railway rolling stock

As an illustration, Table 1 shows an example of the process
of forming a binary matrix and, accordingly, clustering the
realizations of features in the process of detecting SCA using
NDC tools based on the acoustic control of the components
of the railway rolling stock [13-17].

This effect is used in various devices that make it possible
to implement acoustic control of rolling stock components and
assemblies, see Figure 4.

Eddy current NDC is widely used in various branches of
the scientific and industrial complex of Kazakhstan and other
countries, due to the high efficiency and reliability of solving
problems of flaw detection, quality control of materials and
products, determination of parameters and characteristics of
objects of control for various purposes [12-16].

Sound pressare level. dif

a) b)

Fig. 4. Fragment of the automatic analysis of the sound accompanying the
passage of the rolling stock of the undamaged (a) and damaged (b) rolling
surface of the wheelset of the railway rolling stock

Table 1. An example of the formation of clusters and a
binary matrix for OUFT for detecting the state of the rolling
surface of a wheelset of the railway rolling stock (see Figure
4)
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By combining the data into compact clusters, it is possible to
analyze the typical representatives of each cluster and decide
whether such data is a realization of a feature of a fault or
anomaly in the operation of the SCA or not. Then this solution
is transferred to all representatives of the studied cluster.
This approach significantly reduces the amount of information
required for the successful classification of FDO.

Since clusters can take complex forms in the multidi-
mensional space of feature realizations, some authors have
proposed various algorithms for clustering feature realizations.
So, for example, in the works listed below, the application of
the methods and algorithms K-means, DBSCAN, FDBSCAN
[14-16], etc. is described, see Figure 5.
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Fig. 5. Examples of data clustering based on DBSCAN and K-means
algorithms in diagnostic systems

In [18-21], it was shown that the computational complexity
of algorithms used in a binary space for realizations of the
detection features of SCA (BSFR) of the corresponding class
(classes) depends on the optimal container shape for the
corresponding class of the object of detection.

After the formation of binary matrices that are used as
objects in the process of learning of the automated system for
diagnostics (detection) anomalies and failures in the operation
of nodes and aggregates of the rolling stock, there are created
binary trees of anomalies or failures signs clustering, see fig.
6,7.
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Fig. 6. Normal behavior of the detected nodes and aggregates of the railway
transport rolling stock

In this case, the amount of recognition signs varied within
N =9 — 15. The optimal amount of clusters was selected at
the maximum values of ICFE. As the analysis of the results
showed the optimal amount of clusters is equal to C' = 3.

Figure 4 shows a histogram of the dependence of the
ICFE value for variants of the dictionaries of the anomalies
and failures signs of nodes and aggregates from the amount
of steps of the SADS learning algorithm{w}, shows the
dependence of ICFE from the amount of signs used to train
the system for failure diagnostics and detection.

) Figures - Figure 1
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Fig. 7. Anomalies or failures signs clustering of the detected nodes and
aggregates of the railway transport rolling stock

Analysis of simulation results showed that the use of an
algorithm with 5-10 signs of learning is quite effective in
SADS. That is, for this case, the ICFE reaches its maximum
value. This, in turn, indicates the possibility of creation error-
free decision rules in failure diagnostics and detection.

In the SADS testing mode a sufficient amount of steps {w}
for accurately determination of anomalies and failures classes
were w = 2500 — 3000.
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Fig. 8. Dependence of the max ICFE value for variants of the dictionary of
anomalies and failures signs of nodes and aggregates of the simulated railways
transport systems
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Fig. 9. Diagram of the dependence of ICFE from the amount of signs
realizations used for SADS

In the situations when during the simulation process and
at the creation of an algorithm for recognizing anomalies and
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failures of nodes and aggregates of railway transport there
were added representative sets of greater length, the efficiency
of the algorithm was the same. Adding representative sets of
shorter length reduced the efficiency of the algorithm.

Conclusions. The article proposes clarifications and addi-
tions to the machine learning method of the automatic detec-
tion system (ADS) of the functional state of components and
assemblies of railway transport. As well as the corresponding
model and machine learning algorithm, which, in contrast to
existing solutions, are implemented by parallel optimization
of control permissions for the features of fault recognition
of SCA. Such a solution allows, in the future, to create
effective decision rules for intelligent decision support systems
(DSS) and ADS of faults and for diagnostics of the state of
components and assemblies of railway transport.
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