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Abstract—This paper is written by a group of Ph.D. students
pursuing their work in different areas of ICT, outside the direct
area of Information Quantum Technologies IQT. An ambitious
task was undertaken to research, by each co-author, a potential
practical influence of the current IQT development on their
current work. The research of co-authors span the following areas
of ICT: CMOS for IQT, QEC, quantum time series forecasting,
IQT in biomedicine. The intention of the authors is to show how
quickly the quantum techniques can penetrate in the nearest
future other, i.e. their own, areas of ICT.
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I. INTRODUCTION

HE broad area of ICT embraces hardware and software

for computer engineering, communications, sensing and
measurements, system science and technology, networks, and
applications. IQT embraces quantum computing, quantum
communications and networks, timing, quantum sensing and
measurements. The mutual coverage of research and applica-
tion areas is surprisingly large.

Artificial Intelligence is an area that has a lot of potential
in applying quantum technologies to real-life problems. While
normally it would require much larger quantum computers
than currently available, a lot of research is done using
simulations and small-scale problems. Reinforcement learning,
an area of artificial intelligence, is intensively adapted in
recent years to be able to utilise quantum technology to its
advantage, including integrating non-deterministic aspects of
quantum into its design. Control theory is an area of applied
mathematics with a broad range of applications in many
fields of engineering. Control of qubits and gates in quantum
computers reveal many interesting problems both resolved,
deeply analyzed ones and those which are in pretty early
stage of theoretical development. Owing to specific nature of
quantum systems, finding solutions to these problems implies
advancement not only to the quantum technology but also to
control theory itself.

Classical and quantum technologies in the mentioned areas
differ essentially in all aspects. IQT bases on coherence and
entanglement as operational resources [|]. Quantum resources
are very precious and irreplaceable, thus their usage in single
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operational steps should be carefully optimized. NISQ pro-
cessors started to be used as computational coprocessors in
classical ICT systems, but so far only for a confined set of
problems [2]. Search goes on widening this set.

II. CMOS FOR IQT INTERFACE

Nowadays, the most of the Quantum Devices and Systems
work under the cryogenic regime. These devices require
special casing and chambers to maintain the extremely low
temperatures. It is also needed to interface with existing
instruments, like measurement units or control units. The need
for miniaturizing and reliability requires integration of parts,
working under very hard conditions. Application-specific in-
tegrated circuits (ASICs) can address this demand. Although
there is a continuing research on semiconductor qubits [3],
in this section only the classic electronics interface with is
discussed.

CMOS (Complementary Metal-Oxide-Semiconductor) tech-
nology is mature yet still developed semiconductor process.
Although the standard CMOS target is room temperature,
there is much effort put into characterizing and modeling
these devices’ cryogenic performance. CMOS technology can
reduce the number of complex interconnections between the
cryogenic chamber and room temperature world. It can result
in a more compact and reliable system [4]. To create a chip for
these applications, it is needed to develop an EDA platform,
known as Process Design Kit (PDK).

Typical PDK consists of valid models, device instances,
EDA tools setups (e.g., Design Rule Check), and detailed
documentation. Some manufacturers also provide prepared
cells (digital gates, memory cells) for automatic digital block
generation. Many of them include the I/O blocks with pads
and electrostatic discharge (ESD) protection. Availability of
generic analog cells (operational amplifiers, references or
other) is not obligatory but it speeds up the design process.

A. Models

There are plenty of CMOS PDKs with accurate room
temperature models on the market. Standard purpose CMOS
processes are characterized within (-40 °C; + 120 °C) range.
The Cryo-CMOS should be characterized under shallow tem-
perature, down to a few K. In this region, several effects should
be considered.

The broadening of the depletion region under the cryogenic
regime is observed [5]. This effect is caused by the incomplete
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ionization of dopants in bulk. In effect, the effective dimen-
sions of the transistor are modified, so its performance.
Furthermore, the carrier mobility rises with the lower tem-
perature; however, this rise is strongly correlated with the
channel length [5]. It can improve the dynamic performance of
the MOS transistors by pushing the cut-off frequency higher.
Another result of carrier mobility rise is the higher drain
current. Different models can be used for this task. Two most
popular are BSIM (industry-standard) and EKV [6]. While
BSIM is more accurate (BSIM6.0), especially in the deep
submicron nodes [7], EKV requires less parameters to achieve
some acceptable fitness level. Even if the computational re-
sources are rather large nowadays, this trade-off is still worth
consideration once the complex system simulation is needed.

B. Devices

There are plenty of CMOS PDKs with accurate room
temperature models on the market. The Cryo-CMOS should be
characterized under shallow temperature, down to a few K. In
this region, the operation of MOSFET devices at extremely
low temperatures has many advantages. For example, the
carrier mobility and speed are enhanced, and the thermal noise
is lowered. There are also drawbacks, like hot-carrier effects,
which may lead to reduced reliability and device lifetime [8].
Although the physics in the discussed regime is well-known,
most of the IC EDA platforms do not allow to perform
valid simulations below 230 K because the devices are not
characterized in this region [5]. It should be pointed out that
both p-channel and n-channel devices (PMOS and NMOS)
have the same temperature dependencies.

In IQT, photodetectors can be used for the detection of
low power optical signal from photon-based qubit systems.
It can be used for interfacing data transmitting optical fibers
as well. CMOS processing allows embedding the photodiode
to the semiconductor structure, as in popular CMOS cam-
eras. Integration of the detector with a readout circuit can
improve signal to noise ratio (SNR) and minimize the size
of the entire system. In low temperatures, CMOS Avalanche
Photodiodes (APD) have generally lower quantum efficiency
but non-monotonic relative quantum efficiency. APDs have
higher forward burn-on voltage, higher drop voltage, and lower
reverse breakdown voltage [9]. Although the parameters are
different, it is reasonable to characterize and model these
devices to push the development of IQT further.

Passive devices, like resistors, capacitors, and inductors,
have different characteristics while cooled down. All types
of resistors (metalized, diffusion, and poly) have much lower
resistance in low temperatures [5]. The benefit is that the
interconnects are less resistive in low-temperature. On the
contrary, it is harder to achieve high-value resistors, often
required by the designers. Salicide block (SAB) resistors have
almost constant R-T dependency in low temperatures, which
can be useful in temperature-independent reference generators.

C. Circuits and Systems

Fig. 1 represents the potential scheme of the system. Once
there are available models of devices operating at discussed
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Fig. 1. Cryo-CMOS system applied in IQT - an idea

conditions, correlated to the physical layout of the device, the
designer is capable of creating whole blocks. They can be used
for interfacing low temperature region with room temperature
world. From the system point of view, it could be profitable to
move some of the operation to this regime, once the specific
circuits would be designed and properly characterized. It may
reduce the complexity of interconnections, reduce overall size
of the system and improve the reliability.

The low-noise amplifiers (LNAs) are used to amplify the
weak signal with lowest noise and distortion possible. The
line drivers are required to connect to room temperature
devices (like measurement devices with 502 inputs). A lot
of electronic circuits also need stable, process, voltage and
temperature (PVT) independent references, both voltages and
currents. Transimpedance amplifiers (TIAs) are used for high-
speed current to voltage signal conversion from the photodi-
odes. Such systems may work in radio frequencies (RF), so
typical blocks of RF signal chain can be required (like mixers
or local oscillators, LO).

Designing the analog-to-digital converters (ADCs) in the
cryogenics region can help capture the signal with lowest dis-
tortion possible. The counterpart, digital-to-analog converter
(DAC) can be used for control both the quantum electronics
as well as classical electronics. DACs are also the part of
successive-approximation (SAR) ADCs, which are golden
mean in terms of ADC parameters.

Since the amount of the data transmitted via Quantum
Devices is expected to be huge, it seems that some digital
domain operations should be performed in the low temperature
region, e.g. error-checking interfacing with room temperature
parts of the system. It may be beneficial to perform some
digital signal processing (DSP) on the signals. That fast data
stream may require some caching within on-chip memory.

III. ERROR-CORRECTED, FAULT-TOLERANT QUANTUM
SYSTEMS AND THE UNDERLYING CONTROL THEORY

There was a short way from the formalization of control
techniques, which had given rise to a control theory as a field
of applied mathematics, to the emergence of optimal control
as the key concept of this discipline. The strong interest in this
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topic initiated by Pontryagin [10] proved to be a milestone in
technological and scientific research in general.

In quantum computing the optimal control is widely ex-
plored w.r.t. two concepts: correction of qubit errors and
fault tolerance of quantum operations. These control objectives
belong to different sections of a cascaded control system, with
sections respecting quantum computer layers as proposed by
N. C. Jones [!1]. In this section another, rather heuristic per-
spective is chosen where control of logical qubit is considered
with tighter relation with control of physical qubit.

A. Single qubit and quantum gates control aspects

Error correction is term related to both physical and logical
qubits. As a design principle it is realized via encoding of sin-
gle quantum state into a whole system of physical qubits which
yields additional degrees of freedom. Additional degrees of
freedom present in such system can be used to accomplish
detection and correction of errors. Those in turn arise due to
partial decoherence of a system of physical qubits [12] and
represent as a whole an instance of logical qubit [13]. The
problem of qubit control is therefore considered on two levels:
control of the whole quantum system defining the logical qubit
and direct control of individual physical qubits. The additional
layer of abstraction associated with the former allows for
introduction of more advanced control methods [14]. On the
other hand the implementation-specific nature of the latter
currently tends to better exploit the characteristics of an
underlying physical quantum system [15].

The control theory behind quantum gates has been pushed
towards more advanced methods by Eastin-Knill theorem [16]
which effectively rules out the existence of a universal quan-
tum computer composed solely of transversally implemented
logical unitary operations [17]. Ever ince then, there is a
constantly growing interest not only in circumventing the
use of non-Clfford gates via magic states but also in more
advanced methods of error correction and fault tolerance
implementation [17].

B. Error correction and fault tolerance in terms of the optimal
control

The main body of novel work done on the topic of error
correction retains strong ties with optimal control. In 2007
Branczyk et al. [18] presented optimal solution for denoising
of two-level quantum system based on optimization of convex,
fidelity-based objective function. In the same paper a family
of classical control methods - namely “discriminate and repra-
pare” and “do nothing” strategies - are also analyzed in terms
of optimal control. A recent study of T. Shibata et al. [19]
exemplifies an interesting shift in the system optimization
techniques, where an optimal control is applied to quantum
gates on the basis of realistic models of molecular spin qubits.

Geometric Quantum Computation is a recent example of
the same trend for quantum gates [20] [21] and is posing an
interesting technoscientific challenge due to the discrepancy
between its theoretical robustness w.r.t. control errors and cur-
rent problems with environmentally induced decoherence [14].
The importance of physical level events for the logical level
systems is clearly visible in this topic.

C. From local to global optimization

While distinguishing between concepts of physical and
logical layers seems very natural and desirable in quantum
computer, it is worth noting that their existence is not so
obvious from the control system’s perspective. In more recent
publications one can observe emergence of more detailed
physical descriptions of qubits inside models of whole logical
gates [20]. This suggests that construction of a universal
quantum computer calls for a shift in perspective — possibly the
needed level of precision together with overall sensitivity of
quantum systems is enough to force the use of control methods
based on global optimization.

Subsystem-oriented approach which results in decoupled
and/or cascaded control schemes may in the long run hinder
the possibility of achieving high qubit fidelity with the error in
range of 10~% [22] and below as well as further advancing de-
coherence time. Alternatively, such approach can provide valid
solution at the possibly unacceptable expense of low logical
system dynamics as even interference from control electron-
ics itself can become problematic in quantum systems [23].
Thus global, possibly even multi-objective optimization may
become crucial aspect of control system design for logical
qubits and quantum gates, being the strongest solution able
to satisfy broad spectrum of requirements set on quantum
processors. If this should be the case, an interesting problem
then emerges whether classical electronics will be able to
accomplish control schemes for such distributed problems in
real time. Negative answer to this question can be a spur
to use high speed quantum systems — initially NISQs — as
a control platform for a larger and/or more precise quantum
systems. Possibly in the future besides ancilla there will be
also a place for control qubits in a partially self-regulating,
error-correcting and fault-tolerant system. This would allow
quantum computers to retain some elegant analogy to the
history of classical computer evolution with analog circuitry
retaining the supportive and control role in larger digital
systems. In the meantime, regardless of a specific nature of
their future implementations, quantum computers can become
a strong incentive for popularization of advanced state-space
optimal control methods in other areas of technoscience.

IV. QUANTUM TIME SERIES FORECASTING

Time series are a popular kind of datasets, in which every
sample contains information about time it was measured or
created. In most cases, these samples come from sequential
measures or observations. Example time series datasets may
include:

o weather data - i.e. wind and temperature changes

« financial data - i.e. stock and asset prices

« credit card transactions of a given user

o voltage and current measurements in an electrical circuits

Essentially, any dataset with sequential timestamps may be
considered a time series.

In this section, we will focus mainly on time series fore-
casting, as it is the application to which quantum computing
techniques are applied with success.
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A. Time series forecasting task

Formally, a time series dataset may be defined as a se-
quence:

(zy),ze eR™ t=1,...,n (1)

where x; is a sample containing m real values, called features,
for time ¢, and n is the number of samples in time series [24].
A value of the given feature at the given time is z%.

Time series forecasting uses historical time series data to
predict future values in the series. This may be defined as
follows:

Uttti,try) = F (@1, 1—k), 0) )
where:

e j—1i+ 1 € N define output window width - number of
time steps being predicted.
e | —k+ 1 € N define input window width - number of
time steps being used to make predictions.
o 0 represent parameters of the approximator used to make
predictions, i.e. weights in neural network model.
. f is an approximation function represented by the model,
used to make predictions based on time series samples.
e g is a prediction returned from the model.
For example, if we would like to forecast the weather for the
next 6 hours from now using data from the previous 12 hours,
we would have t = 0,7 =5, m =1,n=12.

B. Classical forecasting methods

Many classical forecasting methods utilize statistics to make
predictions. In the case of financial series, technical and
fundamental analysis techniques are also used. Examples of
such methods include exponential smoothing, moving average,
autoregression, and their combinations, such as Autoregres-
sive [Integrated] Moving Average (AR[I]JMA) and [General-
ized] Auto-Regressive Conditional Heteroskedasticity model
(IGIARCH) [25].

Recently, machine learning models, such as random forests,
are used in time series forecasting, achieving good results
[26]. Also, deep neural networks, especially recurrent and
attention-based, gain more popularity, due to their general-
ization abilities and increased computing capabilities [27]. In
some applications, hybrid models using both statistical and
machine learning methods achieve the best results [28].

Looking at the progress of classical time series forecasting
methods, it is clear that the next step in evolution of these
methods is quantum computation.

C. Time series forecasting - quantum computing applications

Time series forecasting may be realized using qubit neu-
ral networks (QNNs). First QNN models were modelled as
complex neural networks, working similarly to artificial neural
networks, but with complex numbers. They were able to
match performance of simple artificial neural networks and
ARIMA models [29]. Now, qubit neural networks are based
on parametrized quantum circuits (PQCs) [30]. Forward prop-
agation in such QNNs is fully quantum and PQCs gate param-
eters are learned with classical back propagation algorithms.

QNNs built on top of parametrized quantum circuits are able
to achieve equal or even better results than state-of-the-art
recurrent neural networks. These QNNs also have significantly
less learned parameters than their artificial neural network
counterparts, making them less susceptible to overfitting [31].

Quantum methods are also utilized in fuzzy time series fore-
casting. In fuzzy datasets, values are split into some sets, for
which intervals are not known. In [32], the authors presented
a hybrid method connecting quantum computations and linear
programming for fuzzy time series datasets. [33] introduced a
quantum method that achieves better results on fuzzy datasets
than state-of-the-art fuzzy forecasting methods. Another use of
quantum computing is for parameter optimization for classical
time series forecasting methods [34].

V. QUANTUM REINFORCEMENT LEARNING

Reinforcement learning is an area of artificial intelligence.
It focuses on creating agents that make decisions based on
the current state of the environment to perform specific tasks
in a way that maximizes both short- and long-term rewards.
Current and potential applications include notably robot con-
trol [35], bots for video games [36], and natural language
processing [37].

Reinforcement learning methods meet a number of chal-
lenges that prevent or make it difficult to apply them for real-
world problems. However, some of these problems, such as the
exploration-exploitation balance [38] may be mitigated by the
use of Quantum Information Processing (QIP) systems via the
use of Quantum Reinforcement Learning (QRL) methods [39].
Furthermore, [39] shows that QRL can offer quadratic increase
in learning speed as compared to classical reinforcement
learning, and the speedup of some methods can be even
exponential for some settings [40].

An important feature of current quantum computers is the
probability of the occurrence of errors during computations
[41], which is a serious obstacle to fully employing quantum
computers [42]. This phenomenon however can be beneficial
and enhance the learning process when using QRL methods

[43].

A. Classical Reinforcement Learning framework

The framework for reinforcement learning is that of the
Markov Decision Process. It is defined by a set of states
S, a set of actions A, initial state probability Py(s), state
transition probabilities conditional on actions P(syy1|s¢, a),
and a reward function R(at,s:). The agent is defined by a
decision policy 7(al|s) that for each state defines probabilities
of each action. The goal of the reinforcement learning process
is to find a decision policy that maximizes the expected
rewards [44].

B. Quantum Reinforcement Learning framework

The framework for quantum reinforcement learning meth-
ods reflects that of the framework for classical RL methods,
but with either policy and/or the decision process realized
using quantum circuits.
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A quantum environment may be organized as follows. An
observable of a quantum system is selected. The eigenvectors
of this observable form a set of complete orthogonal bases.
The eigenvectors are called eigen states and correspond to the
states of a classical reinforcement learning environments. A
quantum state |S) is defined as a superposition of eigen states
|sn)

1S) =" anIsn) 3)

where a,, are the probability amplitudes of the corresponding
eigen states, constrained by

D lanlf =1 )

Analogously, eigen actions of an observable correspond to
the classical reinforcement learning actions. A quantum action
|A) is defined as a superposition of eigen actions |a,, )

14) = B lam) )

with probability amplitudes (3, being constrained by

> 18wl =1 (©6)
m
[39].

The action can also be represented by a parameterized
unitary U () on state |s), where 6 is a parameter, thus allowing
a quantum environment realization to have continuous action
space [45].

One approach to storing a reward is to use classical register
[39]. Another approach replaces classical reward registers
with quantum register |r;) for calculating the quantum reward
function. It is updated using a functional f, a unitary U,, and
measurement observable M with a reward for the time step
t 4+ 1 being calculated as follows

rer1 = f((se| (Ol UT(0)UIMUU(07)[0) [s0)) (D)

where f, U, and M are selected for the specific problem [45].

C. QORL algorithms

o An approach introduced in [39] implements the policy

for a quantum environment by storing quantum actions
in a single quantum register for each eigen state of
the environment. Whenever the action |A) is measured,
it randomly collapses into an eigen action |a,,) with
the probability |3,,|>. Furthermore, the efficiency of
exploration is increased by the state and action being in
a superposition state. This way, the algorithm provides
good balance between exploration and exploitation based
on the physical properties of the underlying quantum
system. An additional quantum register is used to save
|A) to prevent the memory loss associated with the
collapse.
The initial probability amplitudes are equal. The proposed
QRL algorithm works by amplifying the probabilities of
the actions that provide better rewards using the Grover
algorithm.
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o A similar approach was used to improve the classical RL
methods. A fair quantum model of an environment was
used as an oracle. This algorithm was able to outperform
classical algorithms on tested benchmark problems by
utilizing the quantum parallelism. It was able to search
faster for rewarding action sequences using the Grover
algorithm. [40].

o Introduction of the Variational Quantum Circuits [46]
allowed another approach to quantum reinforcement
learning. A number of classical reinforcement learning
algorithms were adapted to utilize Variational Quantum
Circuits as Quantum Neural Networks, including Deep Q-
Learning [47], Deep Deterministic Policy Gradient [45]
and Proximal Policy Optimization [48]. Such approach
allows to use inherent uncertainty of NISQ circuits for
exploration.

D. QRL applications

Quantum reinforcement learning, similarly to reinforcement
learning, can be used as a model for analyzing learning
process and decision making of humans and animals, with
quantum approach giving promising results for explaining
human decision making [49].

A dedicated quantum reinforcement algorithm was also
applied to a task of cloning an unknown state, a critical task
required for many applications of quantum computing. This
approach allowed to obtain high fidelity copies with relatively
low cost when compared to the usual method used for this
task i.e., tomography [50].

VI. INFLUENCE OF IQT ON BIOMEDICINE

Quantum technologies are a very promising field of research
in terms of biomedical applications. The main hopes for
quantum technologies relate to the sequencing of the human
genome, aid in the diagnosis, personalization of treatment
using artificial intelligence and drugs discovery [51].

A. Molecular biology

Better understanding the human genome is a challenge
scientists take to understand the causes of cancer, diseases
risk factors, or to personalize medical treatment. Currently
computing the DNA-profile of an individual person takes about
one week with big computational power in use. With quantum
computing, this process could be significantly accelerated as
input data would be analyzed in parallel as a superposition
of wave function [52]. In genomics, it is popular to use
hidden Markov models (HMM) for the structural annotation of
genes. The quantum version of this algorithm, hidden quantum
Markov models (HQMM) has already been proposed. The
usage of quantum properties allows for modeling the data
with fewer hidden states than classical HMM [53]. Differ-
ent quantum algorithms might be applied in many branches
of molecular biology. In tasks of gene sequencing besides
HQMM also Grover’s algorithm and quantum least-squares
algorithms are also very promising techniques, which may lead
to development in the field and in the long term perspective
of personalized medicine based on individuals’ DNA [54].
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B. Drug discovery

The process of drug discovery is not only very expensive
but also time-consuming. Currently, the process of computer-
aided drug design begins with modeling interactions between
the drug candidates and biological target and estimating the
parameters of molecules such as absorption, distribution,
metabolism, extraction and toxicity. Those calculations de-
mand very high computational power and are time-consuming.
The usage of quantum computers could not only accelerate
computations but also create opportunities for modeling which
is impossible using classical computers [55]. An example of
the algorithm which can help in modeling molecules structure
and chemical reactions is variational quantum eigensolver
(VQE) [56]. It is a hybrid quantum-classical algorithm that
minimizes the energy of the Hamiltonian, which was proposed
to omit the limitation of the quantum phase estimation algo-
rithm, which demands hardware much more advanced than
present quantum computers. This algorithm is based on the
following steps [57]:

1) Construction of fermionic Hamiltonian

2) Representation of fermionic Hamiltonian as a sum of

Paulis strings (mapping into qubit Hamiltonian)

3) Generation of ansatz with initial parameters

4) Computation of the energy of Hamiltonian on a quantum

computer

5) Summation of calculated energies on a classical com-

puter and update of the parameters ¢ based on a chosen
optimization algorithm.

6) Steps 4 and 5 are repeated until the convergence criterion

1S met.

C. Diagnostics

Quantum computing might also be a breakthrough in
computer-aided diagnostics (CAD) as it allows for a speedup
of calculations of many conventional machine learning al-
gorithms, which are broadly used in CAD systems. In the
imaging diagnostics techniques like MRI or CT CAD systems
often use convolution neural networks (CNN) for images
analysis [58]. Thanks to the usage of quantum computing
the time complexity of CNN could be reduced from O(N)
(using classical computers) to O(logN) [59]. Another algo-
rithm that finds application in medicine is Bayesian deep
learning, which is used for image classification, segmentation
and reconstruction, analysis of electronic health records and
classification tasks in different diseases [60]. Its computational
complexity on a classic computer is equal to O(N), while
with a quantum computer it can be reduced to O(\/N ) [59].
Quantum computing could be also beneficial for genetic data
analysis as it allows for the reduction of time complexity to
O(log(N)) in the case of algorithms such as PCA and SVM
which are commonly used for this type of data and their time
complexity for the classical computer is equal to O(N) and
O(NV?) or O(N?) respectively [59].

VII. CONCLUSIONS

From the above collection of analyzes of relations between
specific branches of ICT and IQT one can draw a conclusion

that quantum computing is far from reaching the state of
maturity. This is especially obvious when considering the
proliferation of articles related to this topic published in a
broad range of journals. What possibly makes IQT such an
scientifically attractive topic is its ability to not only raise new
knowledge in its own merit, but also induce advancements
in the related fields when they are mutually applied to one
another.

Quantum computing benefits both from new and well-
established technologies stemming from other fields of techno-
science. This blend of state-of-the-art and new methods may
strengthen further the scientific strive for quantization.

The ongoing improvement of both quantum hardware and
algorithms allow new practical applications of IQT to emerge.
The analyzes presented in this paper suggest that this de-
velopment is gaining momentum at an unprecedented scale.
On the other hand those advancements’ undeniably limited
visibility outside of a pretty confined scientific group can
possibly provide a clue to the contemporary direction of IQT’s
development as specialized tool for scientific and military
purposes, outside of reach of consumer electronics in general.
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