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Abstract—Automatic car license plate recognition (LPR) is 

widely used nowadays. It involves plate localization in the image, 

character segmentation and optical character recognition. In this 

paper, a set of descriptors of image segments (characters) was 

proposed as well as a technique of multi-stage classification of 

letters and digits using cascade of neural network and several 

parallel Random Forest or classification tree or rule list classifiers. 

The proposed solution was applied to automated recognition of 

number plates which are composed of capital Latin letters and 

Arabic numerals. The paper presents an analysis of the accuracy 

of the obtained classifiers. The time needed to build the classifier 

and the time needed to classify characters using it are also 

presented. 

 

Keywords—car license plates; LPR; ANPR; OCR; image 

processing; neural network; Random Forest 

I. INTRODUCTION 

ICENSE plate recognition (LPR) systems, also known as 

automatic number plate recognition (ANPR), use image  

processing and optical character recognition to obtain vehicle’s 

license plate number from camera images. Due to digital camera 

market boom in the late 1990s and early 2000s [1] the above-

mentioned systems are used increasingly in recent years. Their 

applications include, but are not limited to: electronic toll 

collection on roads and parking lots, verification of vignette 

payment on motorway, verification of payment in city’s paid 

parking zone, access control at parking lot barriers, 

measurement of time spent in parking system, and law-

enforcement applications (e.g. calculation of the vehicle average 

speed on a given section of the road). 

The intelligent transportation systems (ITS) can use images 

from traffic cameras for [1]: license plate recognition (LPR), car 

make and model recognition (MMR), and car color recognition 

(CR). The obtained data can be used in ITS to monitor traffic 

intensity and to determine vehicle routes, i.e. to determine zones 

within which the source and destination of the journey are 

located. Gathered information can be used for dynamic 

modelling and applied to dynamic traffic signal control, 

dynamic tolls, and traffic flow forecasting [2]. 

Various computational intelligence methods are used for 

LPR. Convolutional neural networks (CNN) are increasingly 

used for image recognition, including LPR and optical character 

recognition (OCR). In [3], a deep learning-based tool, YOLOv4 

[4], was used to vehicle type (VT) and license plate recognition. 
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YOLOv4 was also used for fast, low-latency pedestrian 

detection in autonomous driving [5], while previous versions 

(YOLOv2, YOLOv3) were applied for LPR many times, e.g. in 

[6]. Another deep learning-based tool, SSD, was used for 

detecting objects in images [7]. The drawbacks of deep-learning 

tools are: large computing power requirements, moderate speed 

in some applications [3], and possibility of adversarial attack 

[8]. However, the accuracy of recognition of license plate 

characters based on deep learning ranged from 85.45% to 

99.92% [9]. 

Various LPR techniques were discussed in [9],[10]. Cascade 

structure with AdaBoost learning was used for LPR in [11]. 

Application of k-nearest neighbors method for LPR was 

described in [12]. 

All above-mentioned LPR algorithms require a sufficiently 

large training data set consisting of license plate images. 

Problem of small number of training examples can be solved by 

using Generative Adversarial Networks (GAN) method to 

generate license plate images [13]. 

II. LICENSE PLATE RECOGNITION PROCESS 

License plate recognition consists of several steps, presented 

in Fig. 1. Image from camera is processed in two main stages: 

license plate detection (i.e. finding its location within the image) 

and license plate recognition. 

A. License plate detection 

The process of detecting the license plate (LP) in the image 

depends on the location of the camera. If the camera is located 

near barrier at the entrance to the car par, then only one vehicle 

is visible and only one LP must be found. Cameras placed over 

multi-lane thoroughfares can generate large images covering all 

lanes and more than one LP in each lane [3]. Their field of view 

may also be limited to a smaller fragment of one lane, with one 

LP visible [1]. 

According to [9], classical computer vision techniques 

include (Fig. 1): edge-based methods (vertical or horizontal 

edge detection [14], usually using Sobel filter [15]), color-based 

methods (searching for unique color combination of LP and its 

letters and utilizing histogram intersection [16], mean shift 

algorithm [17], genetic algorithms, or fuzzy systems [18]), 

texture-based methods (looking for unique pixel intensity 

distribution around the LP region and utilizing scan-line 

techniques [19], vector quantization [20], sliding concentric 
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window [21], Gabor filter [22], or wavelet transform [23]), and 

character-based methods (including scale-space analysis and 

region-based approach with use of neural networks [24]).  

Statistical classifiers that are used for LP detection utilize [9]: 

AdaBoost [25], Support Vector Machine (SVM), or SVM in 

connection with Continuously Adaptive Mean Shift 

(CAMShift). 

Deep learning was also used for LP localization, e.g. in 

[3],[26]. 

 

 
 

 

 
 

Fig. 1. License plate recognition process ([9], modified) 

 

B. License plate recognition 

Recognition of the LP consists in analyzing a section of the 

image from the camera, containing the license plate. First, 

preprocessing is performed, and then segmentation is performed 

to extract the areas occupied by individual characters. Each of 

the areas is subjected to optical character recognition (OCR). 

1) Pre-processing techniques 

Depending on the angle between the camera and the license 

plate, affine transformations of the image – scale, rotate, shear  

– may be necessary to avoid geometric distortion of the LP 

image. In the image thus obtained, the edges of the license plate 

are parallel to the corresponding edges of the image. 

Appropriate license plate image is also not “stretched” or 

“squeezed”. 

In the system described in [1], during the pre-processing step, 

the image is also converted to a grayscale (Fig. 2b), then blurred 

with Gaussian filter, and finally filtered by application of noise 

removal morphological operations [1]. 

Later, binarization is performed using Otsu algorithm [27] or 

using Otsu method combined with dilation morphological 

operation [1]. In some LPR systems, the image is then negated 

(Fig. 2c). 

 

(a)   

(b)   

(c)   

(d)   

Fig. 2. Preprocessing of the LP image: (a) original image [28], (b) grayscale 
image, (c) binary image (Otsu algorithm), negated, (d) image after removing 

the LP frame 

The frame surrounding the white license plate is removed 

from the image in various ways (Fig. 2d). One of them is 

application of Canny Edge Detector followed by the selected 

contour extraction method [1]. After this step, image contains 

only dark LP digits and letters on the light background [1] (or 

inversely, if the image was previously negated). 

2) Character segmentation 

Segmentation involves extracting separate images of each 

number and letter from the LP image. In general, character 

segmentation stage may require one of the following methods 

[9]: pixel connectivity (finding connected components) [29], 

projection profiles [30], prior knowledge of the LP properties 

[31], and deep learning [3],[32],[33]. 

In the simplest version, each connected component is treated 

as a separate character (Fig. 3). In the enhanced version [1], an 

adaptive binarization procedure is performed, which determines 

binarization threshold depending on the neighborhood of 

successive pixel [1]. 

 

License plate detection 
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In some cases, shown in Fig. 4, (e.g. unfavorable lighting 

conditions, a small leaf on LP, scratched part of the letter, or 

small obstacles between the camera and LP) the image must be 

enhanced by morphological operations such as dilation or 

erosion. 

 

 

Fig. 3. Character segmentation. Individual characters are marked with  

a green frame. 

 

(a)     (d)  

(b)      (e)  

(c)      (f)  

Fig. 4. Fragments of images that require dilation before character 

segmentation: (a-c) original images, (d-f) images just before segmentation 

As a result of segmentation, each letter or digit is obtained as 

a separate image (object). Objects too wide or too high, not 

containing LP characters, must be filtered out [1]. 

 

3) Character recognition 

Each separate object containing one character is recognized, 

using a method belonging to one of the these groups [9]: pattern 

matching, feature extractors, deep learning. The process of 

character recognition is often called Optical Character 

Recognition (OCR). 

Pattern matching is the simplest method, using similarity 

measures between the pattern and the tested character [34]. 

Feature extractors (eigenvector transformation [35], Gabor 

filter [36], Kirsh edge detection [37], or others) produce a set of 

values which is then fed into the classifier input. The classifier 

is built using machine learning or computational intelligence 

methods, e.g. Support Vector Machines (SVM) [38] or Hidden 

Markov Model (HMM) [39]. 

Deep learning based systems use convolutional neural 

networks (CNN) [32], mainly using YOLO detector [33]. 

In [1], Tesseract OCR software [40] was used. Tesseract OCR 

libraries are also used in OpenALPR software [41], dedicated to 

license plate recognition. 

III. PROPOSED METHODOLOGY 

The aim of the article was to develop an approach for license 

plate recognition (LPR) that allows for a quick construction of 

a classifier based on a small training set (containing only one 

record for each character). Another assumption was the 

possibility of building a training set for a given country’s license 

plates without using any actual images, and by using only 

publicly available sources like legal acts which describe shape 

and dimensions of letters and digits used on LP (only the 

validation of the classifier is carried out on large sets of camera 

images). 

Thanks to this, it is possible to build a system consisting of 

parallel operating classifiers (one classifier for license plates 

from one country) that will recognize license plates from many 

countries, even without using real photographs of license plates 

from these countries. 

The main part of the proposed approach is optical character 

recognition (OCR), however it requires images of characters 

obtained in the previous step. 

A. Detection of license plate, pre-processing and character 

segmentation 

The proposed system assumes that the camera’s field of view 

is limited to a fragment of one lane with one LP visible or the 

camera is located near barrier at the entrance to the car park, 

where only one LP is visible. 

The proposed approach can use any license plate detection 

method. The image containing the detected license plate may 

also cover the area around the plate, provided that the height of 

the letters and numbers is at least 30% of the height of the image. 

If the license plate was not perpendicular to the optical axis of 

the camera, affine image transformations (scale, rotate, shear) 

are carried out. 

In the pre-processing stage, the image is converted to 

grayscale, binarized, and negated. License plate frame and 

objects outside the license plate are removed. Segmentation is 

carried out by finding connected components, whereby optional 

dilation or erosion may be performed. 

B. Construction of the classifier for character recognition 

In the proposed approach, a classifier, which is a cascade of 

neural network and several parallel Random 

Forest/classification tree/rule list classifiers, is used for 

character recognition. The methodology for its creation is 

described below. 

1) Training data 

The training data for the classifier for Polish license plates 

contains records consisting of values of one output attribute y 

(character) and 11 input attributes: x1 (p01), x2 (v1), x3 (v2), x4 

(v3), x5 (h1), x6 (h2), x7 (h3) , x8 (o1) , x9 (o2) , x10 (a1) , x11 (a2). 

For the image of each digit and capital letter (25 characters 

without the letter Q) appearing in Polish license plates, the 

values of eleven descriptors, named p01, v1, v2, v3, h1, h2, h3, 

o1, o2, a1, a2 were calculated. 

The p01 descriptor is the ratio of the width to the height of 

the smallest rectangle containing a letter or number. The 

calculated value is rounded to 1 decimal place, and if the 

rounding error exceeds 0.0333, two versions are generated, one  
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with rounding down and one with up. Moreover, if one letter 

can appear in two versions with slightly different proportions 

(e.g. on Polish registration plates before and after June 30, 2018 

[42]), the p01 value is calculated separately for each version. 

Hence there can be 2 or even 4 records for one letter or number 

in the training set. 

The v1, v2, or v3 descriptor is the maximum number of “on” 

(white) pixels in one vertical line (column) of the image, divided 

by the image height, but calculated for columns lying in the 

appropriate ranges: between 0 and w for v1, between (width–

w)/2 and (width+w)/2 for v2, and between width–w and width 

for v3, where width is the image width, and w is 1/6 of the 

letters’ and digits’ height on license plates (common for all 

characters). The column ranges for v1, v2, and v3 are shown in 

Fig. 5a as the green frames. 

The h1, h2, or h3 descriptor is the maximum number of “on” 

pixels in one horizontal line (row) of the image, divided by the 

image width, but calculated for rows lying in the ranges: 

between 0 and w for h1, between (height–w)/2 and (height+w)/2 

for v2, and between height–w and height for v3, where height is 

the image height. The column ranges for h1, h2, and h3 are 

shown in Fig. 5b as the green frames. 

The o1 and o2 descriptors are calculated in a similar way to 

v1 and v3, respectively, but lines are oblique (Fig. 6c and Fig. 

6d). 

The a1 and a2 descriptors (Fig. 6e and Fig. 6f) are equal to 

the ratio of number of “on” pixels in a given area to the number 

of all pixels in that area. The area for a1 consists of pixels in 

rows between 0 and w, and, in the same time, in columns 

between 0 and w. The area for a2 covers pixels in the same rows 

as the area for a1 descriptor, but columns between width-w and 

width. 

The proposed descriptors are slightly similar to horizontal or 

vertical projections or zoning density used in [43]. 

 

(a)   (b)  

(c)   (d)  

(e)   (f)  

Fig. 5. Location of the image regions used for the calculation of: (a) v1, v2, 

v3, (b) h1, h2, h3, (c) o1, (d) o2, (e) a1, and (f) a2  descriptors. 

For the construction of the above mentioned training data, 

shapes and sizes of letters and digits were used according to 

[42], as shown in Fig. 6. 

2) Building the classifier 

Two-stage classifiers that use over 100 descriptors of the 

image containing a letter or a number are used in license plate 

recognition, e.g. for Chinese license plates [43]. The proposed 

classifier consist of three stages (layers) and uses only 11 

descriptors. 

In the first stage, a multilayer perceptron with one hidden 

layer is built using the training dataset D1 described above, but 

without the last 4 input attributes (x8, x9, x10, x11). 

 

 

Fig. 6. A fragment of the definition of sizes and shapes of letters and digits 

used in Polish car license plates [42]. 

Then, dataset D1 is modified: random noise is added to the 

character images and slightly skewed character images are 

created (alternatively, real license plates images can be used 

instead). This dataset, D2, is then classified using the classifier 

built in the first stage. Disjoint sets of characters, S1, S2, …, Sn, 

that were indistinguishable for this classifier (i.e. at least once 

misclassified as another character from the same set) are 

created. In the second stage, a separate training dataset D2,i 

(i=1,2,…,n) is created for each such set of characters, Si. The 

D2,i consist of all records from D2 that describe the characters 

belonging to the set Si. Then, for each set Si, the random forest 

[44] classifier, classification tree, or list of rules is built using 

D2,i dataset containing values of all 11 input attributes (x1, x2, 

…, x11). 
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In the third step, the rules for restrictions on entire registration 

plate are applied. For example: if character is classified as ‘0’ or 

‘O’, and its position on license plate is 4, 5, 6, or 7, and the 

second character in the license plate is a letter, then the character 

is 0. 

IV. RESULTS AND DISCUSSION 

The proposed methodology was used to build a system for 

recognizing Polish car license plates. First, a training set D1, 

containing 58 records describing 35 letters and numbers, was 

built. Using the MultilayerPerceptron function in Weka 

software [45], an artificial neural network with 21 nodes in the 

hidden layer and 35 nodes in the output layer was created in 6.02 

seconds. This stage 1 classifier correctly classified 100% cases 

from the training set (Table I). 

Then, a training set D2, containing 226 records describing 

characters from 32 artificially generated or real license plates, 

was classified by stage 1 classifier with accuracy of 88.1%. 

Based on the classification results, the following characters sets 

were determined: S1 = {‘A’, ‘G’, ‘K’, ‘V’, ‘X’, ‘6’} , S2 = {‘B’, 

‘8’}, S3 = {‘H’, ‘M’, ‘N’, ‘1’}, S4 = {‘O’, ‘0’}, S5 = {‘P’, ‘R’, 

‘9’}, S6 = {‘S’, ‘3’, ‘5’}. 
TABLE I  

CLASSIFICATION ACCURACY 

 Training set D1 Validation set 

After stage 1 100% 88.7% 

After stage 2 - 98.7% 
After stage 3 - 99,0% 

 

Next, stage 2 classifiers were built (some of them in the form 

of lists of rules, shown in Fig. 7). 

 

 

Fig. 7. Rules for S5 and S6 sets, built in stage 2. 

The stage 3 classifier consists of the rules shown in Fig. 8. 

 

 

Fig. 8. Rules forming the stage 3 classifier. 

A new dataset consisting of 390 letters and digits from 52 

license plates was classified using stage 1, 2, and 3 classifiers. 

After stage 1, 88.7% of characters were correctly classified. 

After stage 2, the percentage of correctly classified characters 

increased to 98.7%, and after stage 3 one ‘O’ was corrected to 

‘0’, slightly improving the overall result (Table I). 

The calculation time for a single license plate image, already 

cut out from the image from camera, carried out on a Pentium 

N4200@1.1GHz computer, is presented in Table II. 

 
TABLE II  

CALCULATION TIME FOR A SINGLE LICENSE PLATE 

 
Time for a typical license plate (7 

characters), in milliseconds 

LP image processing in Matlab 85 ms 
Descriptors calculation in Matlab 49 ms 

Classification, stage 1 < 1 ms 

Classification, stage 2 < 1 ms 
Classification, stage 3 < 1 ms 

 

CONCLUSION 

The advantage of the proposed approach is the construction 

of the classifier using a small set of data (one record in the 

training set for one character). The classifier created in stage 1 

without training data from the cameras, and only based on 

information about the shape and size of letters used in a given 

country, achieved an accuracy of 100% on the training set and 

about 88% on the test set consisting of 52 license plates. 

Accuracy was increased to over 98% by creating additional 

classifiers in step 2. However, further validation on larger 

datasets and likely changes to stage 2 classifiers are needed. 

The proposed approach allows for the quick construction of a 

system consisting of parallel classifiers that will recognize 

license plates from many countries applying the Vienna 

Convention on Road Traffic. An additional advantage is the 

time of building individual classifiers, not exceeding a few 

seconds, which is a great advantage compared to popular 

methods using deep learning. The processing time of the entire 

system depends mainly on the image processing time, because 

the calculations performed by the classifier take less than 1 

millisecond. 
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