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Abstract—Data security is one of the prime concerns in wireless 

networks. PLKG has been emerging as an attractive alternative to 

traditional cryptographic techniques. PLKG is more 

computationally efficient than cryptography. Moreover, PLKG 

using Principal component analysis (PCA) as pre-processing may 

further save computations. This paper proposes three mechanisms 

to select components of PCA which are based on Information 

content, Mean and Histfit. Bit Disagreement Rate (BDR) is 

compared for each mechanism. Histfit based method is found to be 

best. Since only two components are supposed to be processed for 

key generation, it is computationally efficient/ power efficient too. 
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Principal component analysis; physical layer key generation; 
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I. INTRODUCTION 

ODERN world inching more towards low powered 

wireless application networks. IoT networks are such 

long range, low powered wireless networks which are getting 

more attraction due to recent developments in automation based 

applications. IoT networks have numerous advantages like 

smart operation of the devices, easy data collection, good for 

personal safety and security etc. Due to all these features, IoT 

networks are able to support various application areas like Alexa 

models, home automation, smart city monitoring, operating 

electrical or electronic devices remotely etc.[1-3]. Apart from 

all these features, IoT networks still facing data security 

problems over the channel, because of various types of wireless 

attacks and they are open to intruders/ attackers which can hack 

data easily[4], predict their locations, or extract confidential 

information etc. This security problem leads researchers to 

design IoT networks to be highly reliable and secure. They are 

trying to design modern IoT networks in such a way that they 

have proper authentication between users, confidentiality of the 

data should be maintained, easy and global access controls to 

the network, more prone to network attacks, software attacks, 

encryption attacks etc.[5]. 

Classical cryptography techniques serve the purpose of 

making IoT networks more secure as far as data security is 

concern [6]. Typical cryptographic techniques include public 

key infrastructure, symmetric and asymmetric cryptography etc. 
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These techniques are implemented over upper layers of network 

architectures and are complex in nature. They require fix and 

complex key infrastructures for sharing secret keys over the 

channel, which are not compatible with future generation smart 

energy aware nodes. So, alternate to these researcher’s move 

towards security at the physical layer and designed PLKG 

systems for modern IoT-like power-constrained networks. This 

PLKG technique doesn’t share keys over the channel. So, 

PLKG-based key generation is a reliable solution for future-

generation secured networks. Physical layer security techniques 

utilize channel characteristics to generate keys between 

legitimate users using RSSI, CSI, Angle of arrival (AoA) 

etc.[7]. RSSI is the channel parameter which is being shared 

between two nodes before actual data transmission takes place. 

By refining the raw RSSI data, network parameters can be 

improved and it can be achieved by applying various 

preprocessing technique on raw RSSI. These preprocessing 

techniques improves system parameters by removing different 

redundancies from raw data like noise, data dimension etc. 

Various application areas based on RSSI preprocessing are 

Human activity recognition (HAR), wireless node 

identification, channel identification, energy-aware wireless 

networks, PLKG systems etc. Different techniques available to 

pre-process RSSI are dimensionality reduction techniques like 

PCA, Individual component analysis (ICA), decision tree, 

Linear discriminant analysis (LDA), etc. which help to reduce 

data dimension which further reduces computational 

complexities of the network. We can also use filtering 

techniques like mean filter, gaussian-Kalman filtering, etc. to 

reduce redundancies in the raw RSSI signal, which results in 

improved network parameters, transformation techniques like 

Discrete wavelet transform (DWT), Discrete cosine transform 

(DCT), etc. also plays crucial role in preprocessing of RSSI, 

which is reported in various works so far. 

So, in a PLKG system RSSI collection and preprocessing of 

it plays a vital role in designing future generation wireless 

applications.  Now, let us discuss the PLKG system in detail. 

PLKG system has five main stages[8]: RSS acquisition, 

preprocessing, quantization and encoding, information 

reconciliation, and privacy, amplification, as shown in Fig. 1. 
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Fig. 1. Steps for PLKG systems

To understand this PLKG system, let us consider a scenario, 

as shown in Fig. 2, in which two wireless nodes say, Alice and 

Bob, wants to communicate with each other in presence of an 

intruder (Eve), who wants to decipher the information 

exchanged between them. It is considered that Eve is situated at 

a distance greater than λ/2, where, λ is the communication 

wavelength between Alice & Eve and Bob & Eve. Eve not able 

to predict important information shared between Alice and Bob, 

due to encrypted data. Encryption is done via suitable hash 

algorithm. 

 

Fig. 2. Channel modelling with passive Eve [9] 

It is clear from the figure 1 that, initially, RSS data was 

exchanged between Alice and Bob in probing period via 

beacons exchanged between them. This RSS data contains 

channel response between them [9]. The channel is probed for 

sufficient time intervals so that a sufficient number of samples 

can be acquired. In stage 2 preprocessing of raw RSSI is done 

which is used to improve performance parameters of PLKG 

system. Preprocessing can be done by any one of the methods 

discussed ahead like PCA, Individual Component Analysis 

(ICA), Kalman filtering, median filtering, etc.[10-15]. 

Preprocessed data is then forwarded to the next stage. Before 

forwarding it to quantization stage, in dimensionality reduction 

technique required number of components are selected which 

helps to reduce data dimensions and also computational delays 

in the subsequent blocks for the PLKG system. In stage 3, this 

preprocessed data is quantized using different available 

quantizers. In this stage, the RSSI data is converted into a bit 

stream, which is further processed to generate keys. 

Quantization helps in further improvement in PLKG system 

parameters like BDR and Entropy. Different types of quantizers 

are available such as, lossy and lossless quantizers: lossy 

quantizers help to generate less no of bits per sample with high 

entropy in the quantized bits whereas lossless quantizers have 

extra setup to improve randomness and generated one or more 

no of bits per sample. Then quantization can also be done using 

uniform and non-uniform quantizer or adaptive quantizer. In 

uniform quantizer, quantization levels were uniformly 

distributed whereas, in adaptive quantizer additional criteria 

required to set quantization levels. Furthermore, quantizers used 

by researchers are linear quantizer, double threshold 

quantization method, Llyod max quantizer etc. [16-22]. Next, in 

stage four, information reconciliation takes place, which allows 

partial information sharing between Alice and Bob. This process 

ensures exact same keys at both ends. Various error-control 

coding techniques such as low-density parity check (LDPC) 

code, Bose-Chaudhuri-Hocquenghem (BCH) code, Turbo code, 

hamming code, etc.[23-26], helps to generate same keys at both 

ends. As partial information is exchanged over channel, so they 

are now open to intruders/attackers and can be deciphered 

easily. So, to avoid such problem, the last stage of the PLKG 

system is used as privacy amplification. This stage helps to 

generate more randomized and encrypted keys using different 

secure hash algorithms. Various secure hash algorithms 

available are: SHA 1, SHA 2, SHA 160, SHA 256, etc. [27–29]. 

PLKG system is a promising solution for secure future 

generation wireless networks, because it overcomes the 

problems related to traditional cryptographic techniques. It is 

evident from the discussion made ahead that preprocessing of 

raw RSSI using dimensionality reduction preprocessing such as 

PCA plays an important role in designing an improved PLKG 

for low power wireless network. PCA has capability to reduce 

data dimensions effectively, because it provides multiple 

components, out of which few can be selected on some 

predefined basis.  PCA gains its importance because of various 

advantages like: it is computationally efficient because it uses 

linear algebra to solve problems. Furthermore, it helps machines 

to converge faster. It also helps to reduce the overfitting of the 

prediction algorithms. So, due to all these advantages, various 

authors use PCA as preprocessing / dimensionality reduction 

technique and generate better results for their proposed PLKG 

networks. Some of the contributions using PCA is discussed 
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ahead. Ankit Soni et.al. [30] propose a novel method to generate 

secure keys between Alice and Bob with improved BDR, 

randomness, and computational complexity. They propose to 

use PCA as preprocessing technique, which reduces data 

dimensions. This dimension reduction helps to improve system 

performance in terms of reduced computational complexities of 

subsequent blocks of the PLKG system. Their results show that 

BDR improves significantly for low-powered IoT-like systems. 

In [31] author proposes the PCA method to reduce the 

dimensions of the input data vector and use only principal 

dominant components to generate their security keys. The 

author also verified their proposed work using the practical 

experimental setup with node MCU ESP8266 and also check 

the randomness of generated keys using the NIST test. The 

author in [32] proposes a novel hybrid AvDR algorithm, in 

which they use a moving averaging-based filtering technique for 

reducing white, coloured noise effects in RSSI data. The author 

first removed unwanted severances from the data set using a 

filtering technique then uses PCA as a dimensionality reduction 

technique to reduce data dimensions. From the reduced data set, 

dominant principal components based on information content 

and cross-correlation were selected, which helps to reduce 

computational delays furthermore. They compare their results 

based on BDR, randomness among keys, for different scenarios 

like data containing: White noise only, White and Colored 

Noise, White & Colored with MWA and White & Colored with 

AvDR and found their proposed algorithm outperforms all four 

methods. Raksha Upadhyay et. al. [33] show a comprehensive 

study on how PCA works for a PLKG system with AWGN noise 

and Racian Channel modelling. For the implementation of the 

proposed work, the author used an experimental set-up using 

Node MCU ESP8266 (at the frequency of 2.4 GHz).In this 

work, different groups of data sets with varying dimensions 

were made and it has been shown that the data set with 

dimension 15*10 outperform, out of 15 principal components, 

5 components are selected based on maximum information 

content. It has been shown in the paper that PCA with high SNR 

gives the best result in terms of dimensionality reduction. So, it 

is concluded that component selection based on information 

content helps to improve PCA performance in a better way. In 

[34] author presented a comprehensive study on how Discrete 

Wavelet Transform (DWT) and PCA behave for LoRaWAN-

type networks. The author uses DWT and PCA as preprocessing 

techniques to remove those components which create 

redundancies in the collected data set. The proposed work 

compares the performance of both preprocessing techniques 

with a different number of components used and block size, 

based on the Key disagreement rate (KDR) and correlation 

between them. Their results show that PCA outperforms DWT 

in terms of reduced KDR and higher correlation among selected 

components. 

Therefore, it is clear from the above literature that RSSI pre-

processing and use of effective component selection technique 

results in improved system performance. Hence, the motivation 

behind the paper is to reveal different ways of selecting 

components which helps to improve network performance in 

terms of BDR in a better way. In this paper, we present different 

criteria for selecting number of components, which helps to 

generate more randomized key sequences along with PCA as a 

preprocessing method. We compare our work with existing 

algorithm that uses PCA as preprocessing technique and 

perform component selection using information contained in 

preprocessed components. Performance of different component 

selection methods was compared in terms of  BDR and found 

that component selection based on Histfit outperforms. The rest 

of the paper is organized as: section 2 contains the proposed 

work and methodology. Section 3 explains the simulation and 

results and section 4 concludes the paper, followed by 

references. 

II. METHODS 

For the considered PLKG system, out of five main stages 

preprocessing of raw RSSI and component selection are very 

crucial aspects for improving system performance. For 

preprocessing of raw RSSI, we use PCA and for effective 

component selection we use any of the three criteria discussed 

below: 

A. Component Selection Methods 

Selection of required and relevant components is a crucial 

aspect because it reduces computational complexities, which in 

turn reduces power requirement of the system. This feature 

helps to design more effective future generation smart energy 

aware networks. For an efficient component selection, we 

suggest three criteria (1) Information content based (2) Mean 

based (3) Histfit and Standard deviation based. Let us discuss 

these criteria one by one. 

1)  Information Content based 

In this method of component selection, we select components as 

per information content by them, which are termed as principal 

components. In this criterion we select only those components 

which contains minimum 70-90% information in them [30]. The 

information content was calculated as per equation 1 [30] 

below, where s is the number of principal components selected 

out of k components generated after PCA preprocessing.  

𝑰𝒄 = 𝟏𝟎𝟎 ∑ 𝑰𝒑
𝒔
𝒑=𝟏 / ∑ 𝒉𝒋𝒋𝒌

𝒋=𝟏 … … … … … … … … . (𝟏)  

we can select ‘n’ number of principal components out of 

available ‘k’ preprocessed components. By doing so, we are 

actually reducing number of samples to be processed for key 

generation and hence, power consumption of the network is 

reduced. 

2) Mean Based 

In this method initially, we calculate the mean of actual RSSI 

signals for both Alice and Bob's end. After this, we calculate the 

mean of  ‘k’ number of preprocessed components individually. 

Then, out of  ‘k’ number of components we select only those ‘n’ 

components which have a mean much closer to the mean of 

Alice and Bob end. The formula used for the mean is shown in 

equation 2 below, where n is the number of components and x 

is the component signal vector. 

𝜇 =
1

𝑛
∑ 𝑥𝑗

𝑛−1

𝑗=1

… … … … … … … … … . . … . . (2) 

 

3) Histfit and standard deviation Based 

In this method of component selection, we will plot Histfit 

graphs for all ‘k’ number of preprocessed components and by  
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calculating their standard deviation, we will categorise these 

components as more information signal or as a noisier signal. 

We select least deviated components as more information 

signal. Whereas components having high standard deviation are 

considered as noise or low information signals. After selecting 

‘n’ number of more information components from this set of 

components, we forwded them to generate keys and lastly BDR 

is calculated.  

B. Proposed PLKG system 

In proposed PLKG system, we try to give more emphasis on 

preprocessing stage and component selection method, because 

it affects network performance greatly. Fig.3 shows the 

proposed PLKG system considering component selection 

method as an important aspect. In stage 1of proposed PLKG 

system, channel sensing was done in which both Alice and Bob 

exchanged RSSI (beacons) between them to sense channel 

performance. Here we use Racian channel model with AWGN 

noise for channel simulation. In stage 2 of preprocessing, we 

apply PCA as a preprocessing/dimensionality reduction 

technique to reduce the raw RSSI data set to a new data set with 

reduced dimensions. 

 

 

Fig. 3. Proposed PCA preprocessing based PLKG system 
 

 

The steps involved in implementing PCA block is shown in 

Algorithm 1. Initially, PCA takes probed RSSI input data matrix 

of dimension m*k which is to be processed. Then mean of the 

input matrix is calculated. Now, with the help of input matrix 

and its mean, PCA generates a covariance matrix for the data 

set. Now, from this covariance matrix, PCA suggest to choose 

number of  components as per our requirement. This helps to 

reduce the dimension of input data matrix from m*k to m*n. 

This final m*n data matrix gives us a set of principal 

components and further it is utilized for selection of ‘n’ number 

of components as per our requirement.  

Algorithm 1. Steps for PCA algorithm as preprocessing technique 

PCA Algorithm Steps 

Input data 

 [Ru]m*k  [RSSI raw data with N number of samples] 

 Calculation of mean of input data  

[Rµ]m*1  [
1

𝑁
∑ 𝑅𝑢

𝑁
𝑢=1 ]   

Subtraction of mean from input data 

[Ra]m*k [∑ Ru –  Rµ𝑁
𝑢=1 ]  

Creation of Covariance matrix 

[Cm]m*m [
1

𝑁−1
(Ra ∗ 𝑅𝑎𝑇)] 

Sorting Eigen values and eigen vectors from covariance matrix 

[V, λ]  [Cm] 

Selection of eigen vectors having largest eigen values 

[D]  [max Ev] 

Dimension reduction  

[K]m*n [DT*Ra] 

 

 

So, from algorithm 1 we are able to reduce  raw RSSI data 

dimensions from [Ru]m*k to [K]m*n. This helps to reduce 

power requirement and computational complexity of further 

stages for the proposed PLKG system. 

After receiving processed components, we apply proposed 

component selection criterions on them. After selecting relevant 

number of components using proposed criteria’s, we move 

further to stage 3, as shown in Algorithm 2.  In stage 3 we apply 

linear quantization to convert the data vector into bits form for 

further processes. These quantized bits are then applied to linear 

block coding algorithms in stage 4 to encrypt the data for further 

security. In this stage, primary keys were shared between Alice 

and Bob to check errors in their corresponding bit sequences at 

Alice and Bob end. These errors can be corrected using error-

correcting codes in such a way that final keys should have low 

disagreement between them. At last, to remove the effects of 

sharing primary keys over the channel and encryption of final 

keys, we apply SHA160 code to encode our key sequence. This 

encoding performs the function of not only encrypting the keys 

but also  

improves the randomness in the final generated keys at both 

Alice and Bob's end. 
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Algorithm 2. Steps for Proposed PLKG system 

Proposed PLKG System 

//Raw RSSI  

Input data : {RSSI} 

 Step 1: Channel Prediction 

�̂�𝑢  RSSIu 

Step 2: Preprocessing Stage 

2(a): Formation of Input Block matrix 

[�̂�𝑢]m*n [�̂�𝑢]  

2(b): Reducing dimension using PCA algorithm 

[�̂�𝑢]m*k [�̂�𝑢]m*n  

Step 3: Component Selection based on either of 3 methods below 

1. Component selection using information content based criteria. 
2. Component selection using mean based criteria. 

3.Component selection using Histfit criteria. 

Step 4 :Linear Quantization 

[�̂�𝑢]m*k :{0,1}  ℒℚ([�̂�𝑢]m*k) 

Step 5: Information Reconciliation 

SKu:{0,1}  𝚤ℝ([�̂�𝑢]m*k :{0,1}) 

Step 6: Privacy Amplification (Hash coding)  

𝑆𝐾𝑢
160: {0,1}𝐿=160  ℋ(SKu:{0,1}) 

Final Output : 𝑆𝐾𝑢
160             //160 Bit Secured Key 

 

Finally, we compute BDR for key sequences generated at both 

Alice and Bob end using equation 3. Where 𝐴𝑘(𝑖) 𝑎𝑛𝑑 𝐵𝑘(𝑖) 

are bit sequences generated at Alice and Bob end respectively 

and 𝑙𝑘 is the length of key. 

 

𝐵𝐷𝑅 =  
∑ |𝐴𝑘(𝑖) − 𝐵𝑘(𝑖)|

𝑙𝑘
𝑖=1

𝑙𝑘

… … … … … … … … … … … (3) 

III. RESULTS AND DISCUSSIONS 

To carry out simulation of proposed system along with the 

preprocessing technique, we use MATLAB platform. The total 

sample size is considered 1 X 2000 at both Alice and Bob end 

as shown in Fig. 4. Furthermore, to make the system a real 

practical scenario we add Additive white gaussian noise 

(AWGN) to samples at Alice and Bob's end. 

Figure 5 shows 20 components generated after preprocessing 

using PCA at Alice and Bob. It is clear from the figure the first 

few components contain maximum information as depicted by 

maximum variation in the signal and decreases till last 

component with least variation.   

 

 

 

 
Fig. 4. RSSI for Alice and Bob End 

 
Fig. 5. Principal components extracted after preprocessing 
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Now, we need to select ‘n’ number of components out of these 

20 preprocessed components using any of the proposed 

criterions i.e. (a) Information content based (b) Mean based (c) 

Histfit and standard deviation based. 

A. Component selection using information content by 

individual components 

In this method, we calculate the cumulative energy content and 

relative energy content, as shown in fig. 6, for each 20 

components generated after preprocessing stage. In this method, 

we select only those components which passes threshold criteria 

of having 70% to 90% information in them. From Fig. 6 it is 

clear that as per threshold criteria, we can choose first two  

 

components and can reject rest of the low information content 

components. After selection of this two components out of 20 

generated components, we calculate BDR for the generated keys 

using those  two components.  

Above selection criteria can also be justified by calculating 

correlation between 20 processed components. We calculate 

correlation of Sth component at Alice end with Sth component at 

Bob end. The correlation for these 20 components is shown in 

Table I. From the table, it is concluded that the initial two 

components selected by our criteria have a maximum 

correlation with each other, which shows that they will have 

maximum matching keys at both end, resulting in minimum 

BDR.  

  

 
Fig. 6. Information extracted from Principal components 

 

TABLE I 

 CORRELATION COEFFICIENT OF DIFFERENT PRINCIPAL COMPONENTS AT BOTH ALICE AND BOB END CORRESPONDINGLY 
 

Correlation coefficient of different principal components 

ρAB  0.9683 0.9484 0.9700 0.9651 0.9263 0.6595 0.06967 0.1258 0.0255 0.0883 

Ith PC 1 2 3 4 5 6 7 8 9 10 

ρAB  0.1724 0.0746 0.1358 0.0035 0.0166 0.0423 0.0469 0.1014 0.0123 0.1314 

Ith PC 11 12 13 14 15 16 17 18 19 20 

 

 

B. Component selection using mean based method 

In this method, we select components based on the mean as the 

statistical parameter. Initially, we calculate the mean of the 

actual RSSI signal at Alice and Bob's end individually. Then, 

we calculate the mean of all 20 components generated after 

preprocessing. Now we select only two components (as we 

select 2 components in the above criteria, so for sake of 

comparison we select 2 components as well in the rest of the 

criteria) which are closer to the actual mean of Alice and Bob 

RSSI signals. Then BDR is calculated using those two 

components for the generated keys. Table II shows the actual 

mean values of Alice and Bob's RSSI data and the mean of 20 

components in a sorted form. In this manner we are able to select 

only those components which have closeness to actual RSSI 

signal and it resembles that, component which is selected is 

actual information signal. 
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TABLE II  

VALUES OF MEAN FOR ALL 20 COMPONENTS AFTER PREPROCESSING USING PCA ALGORITHM 

 

At Alice End  

Actual mean - 49.5470 

At Bob end 

Actual mean - 49.5265 

At Alice End  

Actual mean - 49.5470 

At Bob end 

Actual mean - 49.5265 

Component 

Number  

Mean 

value  

Component 

Number  

Mean value  Component 

Number  

Mean value Component 

Number  

Mean value  

C13 12.59           C13 12.37 C10 11.12 C18 11.24 

C9 11.93 C3 11.96 C8 11.10 C10 11.06 

C20 11.89 C15 11.91 C1 11.08 C14 10.96 

C6 11.84 C9 11.87 C19 10.80 C16 10.95 

C3 11.84 C20 11.83 C12 10.80 C7 10.87 

C15 11.78 C6 11.76 C7 10.77 C1 10.80 

C4 11.75 C2 11.61 C5 10.76 C12 10.66 

C2 11.55 C4 11.58 C14 10.69 C19 10.61 

C17 11.19 C17 11.49 C16 10.34 C11 10.58 

C18 11.16 C8 11.29 C11 10.32 C5 10.35 

 
 

C. Component selection using Histfit and standard 

deviation criteria 

In this method of component selection, we use Histfit patterns 

of 20 components generated after preprocessing, as shown in 

Fig.7. Histfit graphs  helps to analyse the data set using 

histograms and corresponding gaussian curve fittings.  

Now, we calculate standard deviation of each Histfit graph, 

which is shown in Table III. After calculating the standard 

deviation of each 20 component, we categorize them as more 

information component and noisy component based on 

standard deviation value. From these two categories we select 

two components as more information content component and 

two components as noisy component on the basis of Histfit 

and std deviation among 20 preprocessed components. These 

two components at both ends, from each category will be 

selected for further key generation and BDR calculation. 

 

 

 

Fig. 7. Histfit of extracted Principal components 
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Table III  

Values of standard deviation of Histfit for all 20 components 

 

At Alice End At Bob end 

Component 

Number  

Std. Dev.  Component 

Number  

Std. Dev. 

19 5.325 3 6.004 

9 6.046 4 6.169 

4 6.162 20 6.577 

3 6.306 1 6.598 

15 6.325 8 6.678 

1 6.364 9 6.76 

18 6.366 16 6.966 

20 6.491 11 7.127 

13 6.691 14 7.16 

14 6.708 5 7.175 

2 6.872 6 7.182 

7 6.881 12 7.343 

10 6.922 2 7.455 

5 7.001 19 7.49 

12 7.1 10 7.711 

11 7.119 17 7.822 

16 7.19 7 7.844 

8 7.293 18 8.006 

17 7.368 13 8.166 

6 7.812 15 8.187 

 

Now, after understanding the three component selection 

criteria, we select best two components from each criterion to 

generate final secure keys. Finally, after generating keys for 

each proposed criteria, we calculate BDR at different SNR 

values and figure 8 shows the relationship between them. 

From figure 8, it is concluded that component selection using 

criteria - PCA with Histfit outperforms. First two selection 

criteria underperform because channel offers racian 

distribution along with AWGN noise, which reduces the 

evenness of gaussian curve and may shift the mean value of 

overall signal and multiple PCA components. 

  So, the proposed work gives a new dimension to the PLKG 

system as far as the component selection was concern. Result 

shows that component selection affects the system parametrs 

and will be improved by using proper component selection 

method.  

 

 

 

 

 

 

 
 

 
Fig. 8. BDR Vs SNR graph for PCA algorithm using different component selection approach  

 

 

 

IV. CONCLUSION 

Recent advancements in future-generation wireless 
applications lead to advancement in highly secured and easily 
accessible wireless networks like IoT. This type of network 
utilizes the merits of wireless networks to provide such 
solutions, but simultaneously they are moving towards easy 

access to intruders over a wireless channel. To make them 
more secure and reliable, various research carried out in the 
past few decades summarizes that physical layer securities 
are more promising solutions instead of traditional 
cryptographic techniques. In this paper, we present a 
comprehensive study of the component selection technique 

of a PCA based PLKG system for probed signals exchanged  
 

between Alice and Bob. We evaluate the performance of 
component selection using: information or energy content of 
the signal, mean method, Histfit and standard deviation 
method. The study compares the performance of different 
methods based on BDR over different SNR values. Results 
shows that preprocessing of RSSI and proper component 

selection method helps to improve network parameters more 
effectively. Histfit and standard deviation based component 
selection criteria outperforms. In future, we can analyze such 
work with different dimensionality reduction techniques like 
individual component analysis (ICA) as preprocessing 
techniques along with other statistical parameters like 

kurtosis as component selection criteria. 
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