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Abstract—The current technological development is SD-WAN 

(Software-Defined Wide Area Network) which provides high-

performance access for users located far from the head office so as 

to allow faster network connections and has been facilitated 

automation techniques for branch offices. This research solves the 

problem of XYZ company because it is known that the company 

requires network connectivity with a high SLA (Service Level 

Agreement) and no downtime in the information exchange process. 

This research hypothesis assumes that using SD-WAN would be 

ideal and the problems with XYZ company were resolved. The 

purpose of this research is the implementation of a WAN network 

using SD-WAN technology against two ISPs on the FortiGate 

router, as well as testing QoS (Quality of Service) that has been 

configured using the BGP (Border Gateway Protocol) routing 

method. This research plan consists of ISP-A using IP-VPN 

(Internet Protocol-Virtual Private Network) and ISP-B using 

broadband Internet. The test scenario was carried out using 3 

methods, namely Full Service Scenario, Fail Over Scenario-1 when 

the IP VPN service is down and Fail Over Scenario-2 when the 

broadband Internet service is down. The final results of the 

research have obtained "Satisfactory" results for both services, 

including the average index on ISP-A and ISP-B of 3.7. 

 

Keywords—BGP; SD-WAN; IP-VPN; QoS; Fail Over; ISPs 

I. INTRODUCTION 

HE rapid development of technology has a broad impact 

on the process of exchanging information that is getting 

faster. In long-distance communication, it also has a data rate 

that contains information [3, 2, 8, 26]. SDN (Software Defined 

Network) is a technology that has advantages in wide area 

coverage based on references [14] that have been carried out by 

IHS Markit showing that 74% of companies are conducting SD-

WAN (Software Defined-Wide Area Network) trials, and more 

of these companies have implemented SD-WAN technology 

today [12, 25]. XYZ Company is an Indonesia Company 

engaged in electronics and has branch offices throughout 

Indonesia, so the Company requires network connectivity with 

high SLA (Service Level Aggreements) so as not to downtime 

in the information exchange process. 

In order for this solution to be achieved, it requires setting up 

auto-failover so that the process of meeting the needs of the  
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above. Auto failover functions as an automatic and dynamic 

setting in the event of a failure on the main network, so it can 

automatically move to the backup network. To support the auto-

failover scheme in this research using the dynamic BGP (Border 

Gateway Protocol) routing method to ISPs (Internet Service 

Providers) who have subscribed [1, 21]. BGP is a routing 

protocol that is able to maintain, organize and distribute routing 

information between networks that follows every network 

change dynamically [10, 13, 17, 18].  

After reviewing several studies, there is literature that 

correlates with the research done. First research based on 

references (14, 22] contains about the proposed converged SD-

WAN architecture due to the lack of flexibility of the existing 

SD-WAN architecture. The architecture in question adapts SDN 

as the core of the SD-WAN suite and distributes to the 

company's headquarters. Different from other SDN solutions, 

this integrated SD-WAN architecture uses CPE (Customer 

Premise Equipment) as the main device for data transmission [4, 

16, 19, 27].  

The second research based on references [15] explains 

solutions and innovations regarding the constant development 

in the world of information technology that has an impact on 

application and service makers because it requires automatic 

and invividual deployment of resources on the network, 

especially for traditional infrastructure. Therefore there are 

alternative solutions that efficiently manage existing resources. 

This study proposes the application of an SD-WAN Network to 

connect two data centers that guarantee QoS (Quality of 

Service) and traffic prioritization. 

The third study based on reference [7, 21] discusses three 

main problems, namely delays in data transmission due to 

network failures, high data transfer throughput caused by 

incorrect path selection using BGP, and efficient data 

distribution (Load balancing and scalability). All three issues 

introduce scalability, load balancing and failover issues with 

respect to network architecture. Next based on reference [11] 

presents the design of the MMS (multipath multi-WAN-hop SD 

WAN) system to realize an overlay network on top of the 

internet. MMS includes SSC (SD-WAN System Control) and 

Gateway MMS. The SSC is responsible for the configuration of 

the routing path for the entire system. MMSG uses networks 
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such as PON, xDSL, PLC, modem, and cellular networks to 

access the internet. 

Next based on reference [9, 23] aims to increase knowledge 

about the application of agile project management to IT 

Infrastructure. This research uses case studies and Design 

Science Research Methodologies on pharmaceutical companies 

that transform IT network infrastructure for branch offices from 

conventional WAN topologies to SD-WAN topologies, 

managed by Lean and Kanban agile project management. As a 

contribution, the study proposes a project management model 

for agile adoption of IT Infrastructure inspired by Kanban and 

Lean agile project management frameworks to implement 

Network transformation. From the literature review that has 

been stated, this research has a hypothesis that the 

implementation of BGP in network systems by adapting SD-

WAN technology and using double ISPs can provide high 

scalability, minimize downtime, increase SLAs adjusted to the 

agreement between customers and ISPs. The contribution of this 

research is to provide solutions to the complexity of PT XYZ's 

network where it has distributed branches throughout Indonesia. 

II. RESEARCH METHOD 

This research method describes the stages of the network 

topology design process at XYZ Company, routing protocol 

selection and failover scenarios. The topological design in this 

study as shown in Fig. 1 [5, 24].  

A. Network Topology Design 

The initial step is the design of the complex network topology 

shown on the Fig. 2, using the Hub-and-Spoke model where the 

Hub is placed in the Head Office and the Spoke is placed on the 

side of the Branch office which is Low Level Design (LLD) on 

the Hub side (Head Office) and on the Spoke side (Branch 

Office). 

In the Hub network there are several parts, namely: 

1. 2-two PE (Provider Edge), 1-one PE for IP VPN service 

and 1-one PE for Dedicated Internet service where the 

configuration in it has been set by the ISP-A provider. 

2. In addition, there is also a 1-one Cisco device as an edge 

router connecting PE and the Fortigate SD-WAN router. 

3. And there is a 1-one Fortigate as an SD-WAN router on 

the Hub side. 

In the Spoke network there are several parts, namely: 

1. 2- two PE, 1-one PE for IP VPN service provided by ISP-

A and 1-one PE for broadband Internet service provided 

by ISP-B, where the configuration in it has been set by 

each provider. 

2. And there is a 1-one Fortigate as an SD-WAN router on 

the Spoke side. 

3. And there is a 1-one Switch Layer 2 owned by XYZ 

Company which is used as a LAN-Spoke. 

1) IP Address Allocation 

The allocation of an IP address on the network must be 

planned properly in order to connect devices in the network 

within the company. In this XYZ Company network, it uses 

IPv4 type IP Addresses for all IP Address allocations on each 

device. Furthermore, Table I will explain the IP address of each 

device. 

2) Underlay – ISP Network Provisioning 

The underlay stage is the stage of provisioning an ISP 

network consisting of 2-two ISPs to support network design. 

ISP-A operates on a VPN IP Hub, Internet Hub and Spoke IP 

VPN network. ISP-B operates on an Internet Spoke network. 

3) IP Address Configuration 

The next stage is the configuration of the IP address on the 

PE side of each router shown in Table I, except for the IP 

configuration on the ISP side, carried out by the ISP concerned. 

 

 

Fig. 1. Research block diagram 

 

 

 

 

(a) 



IMPLEMENTATION OF AUTO FAILOVER ON SD-WAN  TECHNOLOGY WITH BGP ROUTING METHOD ON … 7 

 

 

(b) 
 

Fig. 2. LLD (Low Level Design) (a) Spoke topology (Branch Office) (b) Head office topology 
 

 

4) Overlay – Configure IPsec and IP Tunnel on the Hub and 

Spoke side 

After the underlay stage has been completed, the next step is 

the overlay stage where IPSec configuration is required [6]. In 

the IPSec configuration, there are 2 (two) phases that will 

describe the destination of the tunnel. Tunnel IP configurations 

need to be made in 2 forms for each Hub and Spoke, namely for 

VPN and Internet IP services according to the IP allocation in 

Table I. 

.
 

TABLE I 

TUNNEL IP CONFIGURATIONS

Service Interface IP Address Description 

ISP – A (Hub) Gi0/0/1/2.13713051 1.2.62.1/30 PE IPVPN connected to CPE Cisco 

ISP-A (Hub) ae0.654 103.143.106.169/29 PE Internet Dedicated connected to FortiGate Hub 

ISP-A (Spoke) 
Bundle-

Ether1.3161120 
10.255.255.93/30 PE IPVPN connected to FortiGate Spoke 

ISP-B (Spoke) Gi4/0/4.3030 36.95.226.182/31 PE Internet Broadband connected to FortiGate Spoke 

CPE Cisco (Hub) Gi0/0 1.2.62.2/30 Edge Router connected to PE IPVPN 

CPE Cisco (Hub) Fa0/0/0 102.102.102.1/30 Edge Router connected to FortiGate Hub 

CPE Cisco (Hub) Gi0/1 192.168.180.3/29 Edge Router connected to FotiGate dan ke router XYZ Company 

SD-WAN Router 

(Hub) 
Port-1 102.102.102.2/30 Connect to CPE Cisco for IPVPN service 

SD-WAN Router 

(Hub) 
 169.254.253.254/24 As Gateway IPSec for IPVPN 

SD-WAN Router 

(Hub) 
WAN-1 103.143.106.170/29 Connect to ISP-A: Internet Dedicated 

SD-WAN Router 

(Hub) 
 169.254.253.254/24 Connect to Gateway IPSec for Internet 

SD-WAN Router 

(Hub) 
Port-5 192.168.180.6/29 

Connect to CPE Cisco for SD-WAN gateway SD-WAN and XYZ 

Company router 

SD-WAN Router 

(Hub) 
Port-2 192.168.180.14 /29 Connect to LAN PT XYZ 

Router PT XYZ 

(Hub) 
 192.168.180.1/29 Connect to CPE Cisco and SD-WAN gateway router (FortiGate) 

SD-WAN Router 

(Spoke) 
 192.168.180.14/29  

SD-WAN Router 

(Spoke) 
WAN-2 10.255.255.5/30 Connect to IP VPN ISP-A service 

IP FortiGate Spoke-

side 
 169.254.254.1/24 works as a Spoke side Tunnel IP for VPN IP 

SD-WAN Router 

(Spoke) 
WAN-1 36.95.226.183/31 Connect to ISP-B: Internet Broadband 

IP FortiGate Spoke-

side 
V3 169.254.253.1/24 Serves as a Spoke side IP Tunnel for broadband Internet 

SD-WAN Router 

(Spoke) 
Port-1 192.168.53.65/26 

connected to Layer 2-switch belongs to XYZ Company’s Spoke-

side 
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5) Routing configuration on the Hub side and Spoke side 

After the overlay stage has been completed, then the Routing 

settings. Routing configuration using BGP. The implementation 

of the FortiGate router for BGP routing has several stages until 

the BGP configuration is met. The first step is to set up a 

community list. On the XYZ Company network, it uses ASN at 

tags 65530:2 for Hub and 65530:1 for Spoke. Then, create a 

route-map configuration as a traffic flow controller on the Hub 

side. If the route-map has been formed, then the neighbour BGP 

configuration uses the rules that have been created on the 

community-list and route-map. 

6) Configure Firewall Policy (Security) on the Hub and 

Spoke side 

After the routing stage has been completed, then add a 

Firewall policy configuration on the Hub side. This firewall 

policy is a set of policies that control where traffic goes, how it 

is processed, whether it is processed, and whether it is allowed 

to pass through FortiGate or not. When the Firewall receives a 

packet, it analyzes the source address, destination address, and 

services (based on port). In addition, it is necessary to register 

the incoming interface, outgoing interface used and schedule in 

a day. 

7) SD-WAN Rules Spoke Configuration 

On the Spoke side, SD-WAN rules are needed because based 

on the design provided by Fortinet to achieve the Zero-Touch-

Provisioning nature of the Hub configuration, the SD-WAN 

zone is only configured on the Spoke side and the Hub will learn 

based on what is listed on the Spoke side through calling the 

Tunnel Hub IP when adding the SD-WAN configuration on the 

Spoke side. 

B. Verify Hub and Spoke Configuration 

TABLE II 

CONFIGURATION VERIFICATION RESULTS 

Service Verification IP Result Status 

IPSec on the Hub side for the 

Internet 
36.95.156.123 Up 

IPSec on the Hub side for IP VPN 10.255.255.5 Up 

IPSec on the Spoke side for the 

Internet 
103.143.106.170 Up 

IPSec on the Spoke side for IP VPN 102.102.102.2 Up 

BGP on the Hub side for the Internet 169.254.253.1 
Established/ 

Up 

BGP on the Hub side for IP VPN 169.254.254.1 
Established/ 

Up 

BGP on the Spoke side for Internet 169.254.253.254 
Established/ 

Up 

BGP on the Spoke side for IP VPN 169.254.254.254 Established/Up 

 

After the series of configurations on the Hub side and on the 

Spoke-side have been completed, it is necessary to verify the 

configuration results on the Hub and Spoke side to prove that 

the configuration being done is appropriate and correct. Based 

on the routing used, namely BGP, to prove the Hub is monitored 

UP, Spoke is monitored UP and the two are connected to each 

other, verification is required using several command check 

methods. The verification results on the Hub side will show that 

the Spoke configuration has been read on the Hub side so that 

the IP that appears at the time of verification is the IP on the 

Spoke side, and vice versa the verification carried out on the 

Spoke side indicates that the Hub configuration has been read 

on the Spoke side so that the IP that appears at the time of 

verification is the IP on the Hub side. The results of 

configuration verification are shown in Table II. 

C. Scenario Experiments 

Fail-over testing relates to this research. The test scenario 

performed consists of 3-three scenarios.  

First Scenario is a full service scenario, if both connections 

work properly, the application runs according to its connection 

needs, for example SAP applications that require a private 

connection will run through the IPVPN path and for public 

applications such as Web applications and Outlook email, it will 

run through the path to the Internet. 

The second scenario is if the IPVPN service is down, 

applications that use private access can go through the internet 

link. In this condition, the private application will run on the 

Internet tunnel to support connectivity to continue running 

privately and securely. 

The third scenario is if the Internet service goes down, the 

application can continue to run through the IPVPN connection. 

In this condition, the web application and email applications 

will run on the IPVPN tunnel which will then use the XYZ 

Company's proxy which has been set up on the core side of the 

XYZ Company router. 

After that, analyze based on QoS parameters that refer to the 

TIPHON (Telecommunication and Internet Proocol 

Harmonization Over Network) standard, including packet loss, 

delay and jitter, each of which has an index value to determine 

its quality. Table III is the standard for packet loss parameters, 

Table IV is the standard for delay parameters and Table V is the 

standard for jitter parameters. 
TABLE III 

PACKET LOSS CATEGORY 

Category Value (%) Index 

Very Good 0-2 4 

Good 3 – 15 3 

Fair 15 – 24 2 

Bad >25 1 

 
TABLE IV 

DELAY CATEGORY 

Category Value (ms) Index 

Very Good < 150 4 

Good 150 – 300 3 

Fair 300 – 450 2 

Bad >450 1 

 
TABLE V 

JITTER CATEGORY 

Category Value (ms) Index 

Very Good 0 4 

Good 0 – 75 3 

Fair 75 – 125 2 

Bad >125 1 

 

III. RESULT AND DISCUSSION 

After the research design has been completed, this chapter 

discusses auto failover testing with the BGP method for later 

analysis of the test results. This test uses a traceroute system 

with one source IP LAN Spoke heading to 3 (three) Application 
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IP destinations, namely SAP (10.144.107.20), web application 

defined using google DNS (8.8.8.8) and email application 

(10.144.160.17). The QoS (Quality of Service) parameters used 

for analysis are Packet loss, Latency and Jitter. 

The tests carried out, using the source options feature 

provided by FortiGate so that it makes it seem as if the FortiGate 

router on the Spoke side acts as a Spoke LAN. 

A. Testing Full-Service Scenarios 

Fig. 4 shows the traceroute result to the SAP application and 

states that the result is as desired where the SAP application is 

running on a private connection. 

Fig. 5 shows the results of the traceroute to Email IP test 

stating that the results are appropriate where the Email App is 

running on a private connection. 

Fig. 6 shows the google dns traceroute test results stating that 

the traceroute results are appropriate where the connection 

towards the web app will be directly routed to the Internet via 

the Public Internet IP. 

B. Testing Failover Scenarios when IPVPN is Down 

The test results in this scenario are shown in Fig. 7 that the 

IPVPN service status is monitored down. The traceroute test 

results can be seen in Fig. 8 which shows the traceroute to the 

SAP application and states that the private application will run 

on the IPSec Internet tunnel with IP 169.254.253.254. 

Fig. 9 shows a traceroute to the mail application and states 

that the private application will run on an IPSec Internet tunnel 

with an IP of 169.254.253.254. 

Fig. 10 is the result of traceroute to google's DNS based on 

open public will still direct to Public Internet Broadband Spoke 

with IP 36.95.156.122. 

 

 

Fig. 4. [Full Service] Traceroute to SAP apps 

 

 

Fig. 5. [Full Service] Traceroute to Email 

 

Fig. 6. [Full Service] Traceroute to DNS Google 

 

Fig. 7. Interface IPVPN (WAN-1) Down 

 

Fig. 8. [Failover-1 Scenario] Traceroute to SAP 

 

Fig. 9. [Failover-1 Scenario] Traceroute to Email 

 

Fig. 10. [Failover-1 Scenario] Traceroute to DNS google 
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C. Testing Failover Scenarios when the Internet is 

Down 

Fig. 11 shows that the status of the Internet service is 

monitored down. Fig. 12 shows the results of testing traceroute 

to SAP application and states that the private application will 

run on IPSec tunnel IP VPN with IP 169.254.254.254. Fig. 13 

shows the traceroute to the mail application and states that the 

private application will run on the IPSec tunnel IP VPN with IP 

169.254.254.254. 

Fig. 14 is the result of traceroute to google DNS based on 

open public will first go through IPSec tunnel IP VPN with IP 

169.254.254.254 then directed to Internet Hub with IP gateway 

Public Internet Hub 103.143.106.169 to get access to the 

Internet through the Hub. 

 

 

Fig. 11. Interface Internet (WAN-2) down 

 

Fig. 12. [Failover-2 Scenario] Traceroute to SAP apps 

 

Fig. 13. [Failover-2 Scenario] Traceroute tp Email 

 

Fig. 14. [Failover-2 Scenario] Traceroute to DNS Google 

D. QoS Parameter Analysis 

This analysis is based on data generated from the FortiGate 

SD-WAN router through the Fortimanager tool as a network 

analyzer which is a feature of the FortiGate router. 

Table VI shows the results of the analysis of packet loss 

parameters which states that the causality of the two services is 

"Excellent" with an index of 4. 
TABLE VI 

PACKET LOSS ANALYSIS 

Time 

(s) 

Full Service Scenario-1 Scenario-2 

IP 

VPN 

Internet IP 

VPN 

Internet IP 

VPN 

Internet 

60 0 0 100 0 0 100 

120 0 0 100 0 1 100 

180 0 0 100 0 0 100 

240 0 0 100 0 1 100 

300 0 0 100 0 0 100 

�̅� 0 0 100 0 0,4 100 

Index 4 4 - 4 4 - 

 

Table VII shows the results of the delay parameter analysis 

which states that the causality of the two services is "Excellent" 

with index 4 
TABLE VII 

DELAY ANALYSIS 

Time 

(s) 

Full Service Scenario-1 Scenario-2 

IP 

VPN 

Internet IP 

VPN 

Internet IP 

VPN 

Internet 

60 23,4 16,4 N/A 16,5 21,5 N/A 

120 21,8 16,3 N/A 16,5 20,8 N/A 

180 22,5 16,5 N/A 16,6 22,7 N/A 

240 21,9 16,6 N/A 16,5 21 N/A 

300 22,8 16,6 N/A 16,5 21,1 N/A 

�̅� 22,5 16,5 N/A 16,53 21,4 N/A 

Index 4 4 - 4 4 - 

 

Table VIII shows the results of the jitter parameter stating that 

the top quality of both services is "Good" with an index of 3. 

 
TABLE VIII 

JITTER ANALYSIS 

Time 

(s) 

Full Service Scenario-1 Scenario-2 

IP 

VPN 

Internet IP 

VPN 

Internet IP 

VPN 

Internet 

60 1,7 0,2 N/A 0,1 2 N/A 

120 1,4 0,2 N/A 0,2 1,3 N/A 

180 1,4 0,2 N/A 0,6 1,8 N/A 

240 2,8 0,7 N/A 0,4 1,3 N/A 

300 3,1 0,1 N/A 0,2 1 N/A 

�̅� 2,08 0,28 N/A 0,3 1,48 N/A 

Index 3 3 N/A 3 3 N/A 

 

CONCLUSION 

This research has successfully designed and implemented a 

WAN network by utilizing SD-WAN technology using two 

ISPs on the FortiGate router device to support the network at 

XYZ Company. This research also provides test results of 

Failover scenarios with 3 conditions and obtained test results 

that are expected that when one of the services experiences a 

network failure, the application can automatically move to a 

normal service. Based on data retrieval using the FortiManager 
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feature of the FortiGate router, it was found that the quality of 

the two services was "Satisfactory" with an Index value for 

IPVPN services provided by ISP-A and broadband Internet 

provided by ISP-B of 3.7 with the category "Satisfactory". The 

advice that can be given is that it is hoped that further research 

can be developed for failover systems with more complex 

network schemes with other types of dynamic routing to prove 

the flexibility of SD-WAN technology against many routing 

protocols. As well as to prove that other dynamic routing 

protocols can also provide automation of complex networks. 
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