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The development of algorithms for safe control of
an autonomous ship

Monika Rybczak, and Agnieszka Lazarowska

Abstract—The paper presents the results of a research on the
development of algorithms for ship’s safe ship trajectory calcu-
lation and automatic control of the ship along the determined
trajectory. These methods are intended for use in the autonomous
navigation system of an Unmanned Surface Vehicle (USV) or a
Maritime Autonomous Surface Ship (MASS). The work presents
the consecutive stages of a research that must be carried out
in order to develop a system that will perform the task of
multidimensional ship control in a port. The safe trajectory is
calculated with the use of the Ant Colony Optimization (ACO)
method. The ship motion control is based on the Linear Matrix
Inequalities (LMI) method, implemented using the Mathworks
and Yalmip libraries. The results of controlling the ship’s motion
in accordance with the calculated trajectory are presented in
the paper. With the use of the developed system, the ship can
move autonomously based on the information from the DGPS
system and a gyrocompass. The presented results concerned a
computer simulation of maneuvers in the port of the Blue Lady
ship from the Foundation for Shipping Safety and Environmental
Protection.

Keywords—autonomous ship; Ant Colony Optimization; Lin-
ear Matrix Inequalities; ship motion control; safe navigation

I. INTRODUCTION

THE dynamic development of technology, observed in
the recent years in the fields of automation and elec-

tronics, lead to the progress in the areas of unmanned and
fully autonomous vehicles, such as Unmanned Aerial Vehicles
(UAVs), self-driving cars, autonomous mobile robots, as well
Autonomous Underwater Vehicles (AUVs). In the marine
environment, smaller crafts operating on the surface of the
water are called Unmanned Surface Vehicles (USVs), while
larger vessels are named Maritime Autonomous Surface Ships
(MASSs).

These vehicles might operate at different levels of auton-
omy. The International Maritime Organization (IMO), which
is an agency of the United Nations responsible for defining
regulations related to the shipping industry, formulate four
degrees of autonomy. Degree one, is characterized by the
lowest level of autonomy, where the seafarers on board operate
and control the ship. Some processes and operations might be
automated and some decision support systems may be used,
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but seafarers at all times are ready to take control. Degree
two is a remotely controlled ship with seafarers on board. The
ship is controlled remotely from a different location, such as
the Shore Control Center, but the seafarers are ready to take
control, if needed. In the degree three, the ship is controlled
remotely and the seafarers are not present on board. The
highest degree four is a fully autonomous ship, where the ship
motion control system determines actions on its own, without
any human intervention.

Over the years, methods allowing for the automatization
of the different tasks performed during the ship operation,
such as navigation and maneuvering, mooring and anchor-
ing, have been developed. Recent approaches for solving the
collision avoidance problem of autonomous ships include the
application of the Velocity Obstacle (VO) algorithm combined
with the Model Predictive Control (MPC) [1], the algorithm
utilizing the isochrone method [2] and many approaches based
on machine learning, such as the Deep Reinforcement Learn-
ing (DRL) [3], the Inverse Reinforcement Learning (IRL) [4],
Multi-Agent Reinforcement Learning (MARL) [5] and fuzzy
logic [6], [7]. Other recently proposed methods were based on
swarm intelligence, such as the Beetle Antennae Search (BAS)
algorithm [8] and the hybrid method based on the Artificial
Potential Field (APF) and the Ant Colony Optimization (APF-
ACO) algorithm [9].

The configuration of the MASS control system was for-
mulated in [10], [11]. The system for cooperative navigation
and control of USVs was introduced in [12]. The concept
of formation control based on the Artificial Potential Field
method and the results of field experiments in inland water
environment were presented in the paper.

The aim of the research presented in this paper was to
develop path planning and motion control methods for the
implementation on board a ship in order to achieve the
autonomous operation of the vessel. The following sections
of the paper present the consecutive stages of tasks that have
to be solved in order to develop an autonomous navigation
system for the specified vessel. The next section presents the
parameters of the vessel used in the research. Afterwards, a
general diagram of the ship motion control system is shown
and briefly described. Then, the following steps, leading to
the development of a solution for autonomous operation of
the vessel, are introduced and followed by an example of
obtained results. The achievements of the presented research
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are summarized in the conclusions section along with the
proposals of future research directions.

II. PARAMETERS OF THE CONTROL OBJECT

In the research presented in this paper the control object
is a ship model simulated in the Mathworks Matlab/Simulink
2022b environment. ”Blue Lady” – the ship model presented
in Fig. 1. – was made in relation to the actual ship in a scale of
1:24. The works [13]–[15] presented in detail the parameters
of the training ship. The dimensions of the ship model are: the
length: 13.75 m and the width: 2.38 m. The ship is steered with
the use of two thrusters (bow and stern), two tunnel rudders
(bow and stern), the main screw propeller and a fin rudder. The
dynamics of the ”Blue Lady” training ship were modelled in
a digital form using the Simulink environment. The markings
refer to the contents of matrices A, B, C and D of the nominal
model.

Fig. 1. The training ship ”Blue Lady” in the port on Lake Silm in Iława
Kamionka

The ”Blue Lady” training ship is a highly non-linear and
multidimensional control object. The developed model of the
control object included the ship’s dynamics and kinematics, the
Kalman filter system reproducing the vessel’s speed and the
thrust allocation. The three input signals to the control object
include: τx – desired force (thrust) in the longitudinal axis of
the ship; τy – desired force (thrust) in the transverse axis of
the ship; τp – desired torque. The three output signals include:
the x(t) and y(t) position coordinates and the heading of ship
ψ(t). The linearization of the multidimensional model of the
control object was achieved experimentally. It consisted of the
identification of the structure and values of the coefficients of
the linear model. The state equations presented in the state
space are as follows:

ẋ1ẋ2
ẋ3

 =

auu 0 0
0 avv avr
aru arv arr

·
x1x2
x3

+
buu 0 0

0 bvv bvr
bru brv brr

·
τxτy
τr


(1)

uv
r

 =

1 0 0
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0 0 1

 ·

x1x2
x3

 (2)

The matrices of the training ship considered as a control
object have the following form:

A =

−3.36 · 10−5 0 0
0 −9.0 · 10−3 −2.0 · 10−4

−3.0 · 10−3 −1.0 · 10−2 −7.75 · 10−3,

 (3)

B =

−3.62 · 10−3 0 0
0 2.06 · 10−3 −1.28 · 10−5

3.00 · 10−5 1.15 · 10−5 8.00 · 10−3,

 (4)

C =

1 0 0
0 1 0
0 0 1

 , D =

0 0 0
0 0 0
0 0 0

 . (5)

III. SHIP MOTION CONTROL – CASE STUDY

The paper presents the steps that need to be followed in
order to perform computer simulations in the process of the
algorithms’ development for autonomous ship control.

A. Step 1 – Object identification

The computer simulation must reflect the ship’s mathemati-
cal model. The process of collecting data related to the identifi-
cation involves conducting a sufficient number of experiments
using a simulation model with various configurations of input
and output signals to the object: MIMO, MISO or SISO. In
this process the Matlab package and its ”System Identification
Toolbox” library were used. The model coefficients were
calculated based on the Prediction Error Method (PEM). The
sources of input signal were defined using the ”Band Limited
White Noise” blocks, setting the period of the amplitude
signal changes and the value in the ”pseudo-random number
generator kernel” mode. The value of the amplification factor
was selected in a given path in order to obtain similar values of
the standard deviation of individual signals for different values
of the amplitude change period. The waveforms of the input
and output signals obtained in this way were stored in each
trial. The quality of the model coefficients was verified using
the autocorrelation functions of the model output signals and
the cross-correlation functions of the input and output signals.
To determine the degree of matching of the model’s output
signals to the verification signal, the relationship from the L.
Ljung source System Identifiction Toolbox ver.5. was used:

Fit% =

[
1− σ2(qm − q̂m)

σ2(qm − q̄m)

]
· 100% (6)

where: qm - verification signal, q̄m - mean value, q̂m - output
of the model.

During the experiments, deviations of 20% from the coeffi-
cient value were rejected. As a result of the performed tests,
the coefficient values were obtained for matrices A and B
of the model of the object. Maximum and minimum values
were obtained for each coefficient and were presented in the
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works [16], [17]. Moreover, it was noticed that the dynamics
of the individual tracks of the obtained nominal model is
satisfactory for non-zero coefficients.

B. Step 2 – Safe trajectory planning with the use of the Ant
Colony Optimization

In the research presented in this paper the collision avoid-
ance and path planning problem of autonomous ships was
solved with the use of one of the most popular swarm
intelligence method – the Ant Colony Optimization (ACO).
The ship’s safe path planning can be divided into global and
local navigation, also known as deliberative and reflexive (or
reactive) path planning. The division of approaches comes
from robotics and depends on the type of information about
the environment considered in the calculations, particularly
the type of obstacles. Deliberative approaches are aimed at
planning a path from a starting position to a goal location
based on the map of the environment. In reactive path planning
the path is being planned and re-planned based on the data
continuously received from sensors. The path is updated based
on current data about the environment, when it is needed, e.g.
when a new dynamic obstacle has been detected in the close
surroundings.

In the autonomous shipping, the information about the
environment is obtained from different navigational aids,
such as the Automatic Identification System (AIS), radars
with the Automatic Radar Plotting Aid (ARPA), the GPS,
echosounders, logs and gyrocompasses. These data can be
integrated and displayed using the Electronic Chart Display
and Information System (ECDIS). The static obstacles in the
marine environment are lands, shallows, fishing nets, buoys or
military zones. The dynamic obstacles are the target ships,
which are vessels, that might pose a risk of collision and
therefore needs to be avoided. A safe path also has to be
compliant with the International Regulations for Preventing
Collisions at Sea (COLREGs).

In the process of ship’s path planning an optimization
algorithm determines a safe path P from the current position of
an own ship to the defined final position (waypoint). The safe
path should be characterized by the smallest possible deviation
from the current track. The safe path P , composed of (e+ 1)
waypoints from the initial waypoint wp0 (current position of
an own ship) to the final waypoint wpf , can be defined by
Equation 7). Every waypoint is defined by the coordinates of
the ship’s position (x and y) and the ship’s course ψ (and
possibly speed V ).

P = {wp0 = [x0, y0, ψ0], wp1 = [...], ..., wpf = [xf , yf , ψf ], }
(7)

The path planning algorithm applied in the described re-
search calculated a safe path between the current position of an
own ship and the defined final position, considering the static
navigational restrictions. Static obstacles were modeled as
polygons. Based on the data concerning the location of static
obstacles and the position of an own ship, a graph composed
of possible own ship’s turning points is constructed in the
solution space. In this process, the vertices of the graph that are

inside the areas occupied by the obstacles, are removed from
the graph. Afterwards, the calculation of an own ship’s safe
path, using ACO-based algorithm, is carried out. It consists of
three main stages: the ACO data initialization, the solutions
construction by artificial ants and the pheromone trail update
procedure.

In the ACO data initialization these parameters of the ACO
algorithm are initialized:

• an initial value of the pheromone trail tau0 on all of the
vertices,

• the α and β coefficients, used in the formula for the
probability of the ant’s next move,

• the pheromone evaporation rate ρ (0 ¡ ρ ¡= 1),
• the number of artificial ants,
• the maximum number of the ant’s steps, and
• the number of iterations.

P ant
wpij

(t) =
[τwpj (t)]

α · [ηwpij ]
β∑

l∈wpant
i

[τwpl
(t)]α · [ηwpil

]β
(8)

The solutions construction by artificial ants is composed of
the following steps:

1) Every artificial ant starts the construction of its path from
the initial vertex wp0 with coordinates (x0, y0), which
is the current position of an own ship;

2) Afterwards every ant constructs its path until it has
reached the final vertex wpf with the coordinates (xf ,
yf ) or it has reached the maximum number of steps;
in every step the ant selects the next vertex from the
neighboring vertices in a probabilistic manner, using
the action choices rule. The selection of the next ver-
tex depends on the value of the pheromone trail on
vertex j adjacent to the current vertex i - τj(t) and
a heuristic information ηij , which is calculated as an
inverse of the distance between the current vertex i
and the neighboring vertex j. The probabilistic selec-
tion of the next vertex works similarly to the roulette
wheel selection procedure applied in the evolutionary
algorithms. Equation 8 is applied for the calculation of
the selection probability of the next vertex from the
neighboring vertices. If the α coefficient, used in this
equation, is equal to 0, the most probable is the selection
of the nearest next vertex, if the β coefficient is equal to
0, only the reinforcement of the pheromone trail amount
is applied.

τwpj (t+ 1) = (1− ρ) · τwpj (t) +

ant num∑
ant=1

∆τantwpj
(t) (9)

After all of the ants in the iteration have finished construct-
ing their paths, the pheromone trail update procedure, defined
by Equation 9, is applied, it is composed of the following
steps:

1) The pheromone evaporation, which is applied in order to
reduce the pheromone trail on all vertices on the graph
by some constant value;

2) The pheromone deposit, during which a certain value of
the pheromone trail is added to all of the vertices on the
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graph belonging to the paths constructed by the ants in
the current iteration; it is applied in order to reinforce
the selection probability of the vertices that are the parts
of the paths chosen by many ants and that are the parts
of the shortest paths. Before the next iteration, the best
solution found so far is saved. The best solution is the
shortest path. The termination condition of the algorithm
is the maximum number of iterations.

C. Step 3 – the master controller

The master controller for the ship’s trajectory to control
the ship’s movement in the low speeds range, transforms
the trajectory and the given course into the signals of lon-
gitudinal, lateral and angular speeds. A detailed description
of the system’s operation is provided in the works [16],
[18]. The principle is based on the mathematical calculations
that are represented by a set of numbers: the coordinate
values of the next waypoint of the trajectory and the ship’s
course on the section to this point: [x1,y1, ψ1], [xn,yn,ψn],
[xn+1,yn+1,ψn+1]. For every point and the difference between
the current point and the next one, the speed is calculated.
Fig. 2 presents three main areas in which the trajectory con-
troller works. The position of the ship in relations to the next
waypoint of the trajectory is determined. The current trajectory
of the ship besides the current section of the trajectory (dashed
line) is determined by the angle ρ, which in turn determines
the maximum values umax and vmax. There are 3 areas of the
ellipse marked in this figure. If the ship is in a given area, it
starts to enforce the speed control. Special attention should be
paid to the location of area I, which enforces the maximum
value for the assigned speed to be reached, after being in
area II, it drops slightly from the value on the longitudinal
and lateral speed signal, and when the ship is in the area
for ellipse III, it ”goes down” to the minimum value, i.e. the
ship reaches its point and can move to the next waypoint on
the trajectory section. It is important that for all areas: I, II
and III the behavior towards longitudinal and lateral speed is
symmetrical, i.e. depending on the point at which the ship is
located, the controller calculates the possibility of changing
the speed signal.

For a training ship, whose dimensions are about 14 meters
of length and about 2.5 meters of width, it is difficult to enter
area III. The speed signals generated in this way are the set
ones for the slave LMI controller.

D. Step 4 – LMI controller

The slave controller is the ship’s low speed controller,
aimed at determining the forces needed to control the ship’s
propulsors. The controller is based on the solutions of Linear
Matrix Inequalities. The presented state controller with gain
was developed on the basis of the principle of the poles’
placement in the left half-plane and based on the energy
leveling of the set signal. It is possible to control the ship based
on measurements of the ship’s position, the calculations should
consider the disturbances of the process, the measurements of
wind and waves.

Fig. 2. The principle of operation of the master controller [18]

Fig. 3. A block diagram of the control system for an autonomous ship

Multidimensional control applies to many issues related
to the ship automation, but in this example it concerns the
control for three variables that cannot influence other control
variables in the form of so-called cross-coupling. In the
presented example, the object is non-linear, while the matrices
are linear. In this case, linearity around the operating point
is determined. In this part, the control of a multidimensional
object is designed based on the linear matrix inequalities. For
the dependence of the derivative of the state variable on the
main matrix A of the autonomous linear system, the following
was entered:

ẋ = Ax (10)

A necessary and sufficient condition for a linear system to
be stable is the existence of a symmetric and positive definite
X matrix for the inequality:

ATX +AX ≺ 0 (11)

where A – the matrix of the linear system, X – the searched
matrix, symmetrical, positive definite.
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Fig. 4. The concept of the LMI controller

Based on simulation results controller structure (Fig. 3 and
Fig. 4) based on a state space controller was chosen, as:

uo = K · xo (12)

Closed loop system state space equations have the form of:
ẋo = (A+BuK)xo +Bww, xo =

[
xi
x

]
y = (C +DyuK)xo +Dyww

y∞ = (C∞ +D∞uK)xo +D∞yw
y2 = (C2 +D2uK)xo +D2ww

(13)

- A – controlled object state space matrix; - Bu – control
matrix control matrix of control ′u′ signal; - Bww – control
matrix of input ′w′ signal; - C – output matrix of output signal
′y′; - C∞ - output matrix of ′y′∞ signal;+ - C2 - output matrix
of ′y′2 signal; - Dzu - transition matrix of ′y′ and ′u′ signals;
- Dzw - transition matrix of ′y′ and ′w′ signals; - D∞u -
transition matrix of ′y′∞ and ′u′ signals; - D∞w - transition
matrix of ′w′ and ′y′∞ signals; - D2u - transition matrix of
′y′2 and ′u′ signals; - D2w - transition matrix of ′y′2 and ′w′

signals.
Additionally, referring to Schur’s Lemma (2.8 in [19]), it

can be noted that:

M =

[
A B
BT D

]
(14)

The algebraic Riccati inequality in non-linear (Theorem 5.4
in [19]) form taking into account Schur’s complement can be
written as: [

ATX +XA+Q XB
BT R

]
≺ 0 (15)

In an object prepared in such way, three stages of the
process of the controller design are performed. The first is
related to defining the area of poles distribution in the left
half-plane of the complex variable s in order to determine the
dynamic parameters of the designed closed-loop system [20].
The relevant calculations are presented, in the work [21]
however, the area of pole placement between the two belts
(α1 and α2) is written in the form:

Dα1,α2 = {s;α1 < Re(s) < α2} (16)

If for:
Re(s) =

1

2
(s+ s̄), (17)

then the area is defined as:

Dα1,α2 =

{
s;α1 <

1

2
(s+ s̄) < α2

}
, (18)

so:

Dα1,α2
=

{
s;

1

2

[
s 0
0 −s

]
+

1

2

[
s̄ 0
0 −̄s

]
+

[
α1 0
0 −α2

]
< 0

}
(19)

If:

L =

[
α1 0
0 −α2

]
,M =

[
1 0
0 −1

]
, (20)

Rzone(A,Xzone) = L⊗Xzone +M ⊗ (AXzone)

+MT ⊗ (AXzone)
T ≺ 0

(21)

Based on the above considerations, the gain controller at
this stage satisfies the relationship:

Kzone = Yzone ·X−1
zone (22)

The second stage is the minimization of the control error,
i.e. the minimization of the H∞ norm (Theorem 5.4 in [19]):X∞A

T +AX∞ B XCT

BT −γ∞I DT

CX D −γ∞I

 ≺ 0 (23)

The state controller synthesis problem has a solution if the
second step of LMI is satisfied. Invoking the property about
the existence of the inverse of a matrix:

K∞ = Y∞ ·X−1
∞ (24)

The third stage is the H2 minimization, i.e. designing a
controller, whose main goal is to minimize the energy of the
control signal ([lemma 2.13 in [19]):

[
AX2 +X2A

T B
BT −I

]
≺ 0[

Q CT

C X2

]
≻ 0

Tr(Q) < γ22

(25)

The synthesis of the controller focuses on finding the value
of the gain matrix K for the state space controller:

K2 = Y2 ·X−1
2 (26)

A number of calculations that need to be performed ap-
peared in the works [Theorem 5.4 in [19]]. The paper uses
conditions from Equations 16-26 and makes use of the Yalmip
[22] and SeDuMi [23] library. The state matrix K for the state
controller was determined based on the above dependencies
and has the form:

K = 103·

 1732 0.010 0.000 −658 0.000 −0.200
−0.01 1564 −3.80 0.00 −897 6.0
−5.40 −2.801 421 3.40 1.400 −234


(27)
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IV. RESULTS OF AUTOMATIC SHIP STEERING ALONG A
DETERMINED TRAJECTORY

After the completion of the above described five steps
and entering data into the mathematical model of the ship
control system in the Simulink environment, simulations were
carried out for an exemplary ship’s safe trajectory calculated
using the ACO algorithm. It was confirmed that using the
master trajectory controller and the state controller based on
the Linear Matrix Inequalities, it is possible to autonomously
control the training vessel in limited waters in the port of Lake
Silm in Iława. An example of a safe path determined by the
ACO-based algorithm with the use of the parameters’ values
listed in Table I is shown in Fig. 5.

TABLE I
ACO PARAMETERS USED IN THE SIMULATION TESTS

Parameter Value

α 0.5

β 0.5

ρ 0.5

τ0 0.001

number of ants 300

number of iterations 20

Fig. 5. An example of a safe path calculated with the use of the ACO-based
algorithm

Reading the ship’s input parameters such as position, i.e.
DGPS, and position according to the gyro compass infor-
mation allows the ship to be steered, so the presented safe
trajectory in port was entered into the system and the ”Blue
Lady” ship executed the maneuver presented in Fig. 6.

The maneuver involves bouncing off the quay, then chang-
ing course from 121 to 325 allows the vessel to turn and enter
the second quay. The whole process in the simulation takes
about 3,000 seconds, or as much as an hour, the corresponding
diagram for the three longitudinal, transverse and angular
speeds is presented in Fig. 7.

During the maneuver, the values for the ship’s propulsion
system, i.e. the tunnel thruster and the bow and stern thrusters
respectively, were read out, as shown in Fig. 8.

V. CONCLUSIONS

When doing research, scientists often focus on a slice of
work, this article presents a case study for determining the

Fig. 6. The executed trajectory of the ship for the test example, the red point
is number x, y and ψ, blue line is the trajectory of the ship

Fig. 7. The velocities u, v, r of the ship during the ship’s movement along
the calculated trajectory

safe trajectory of a vessel in a port. All of the vital steps,
needed to be performed in order to develop a system for
automatic ship control in a port, were described in the paper
along with an example of obtained results. These tasks include:
the ship’s mathematical model identification, the development
of a safe trajectory planning algorithm, the development of the
master controller transforming the trajectory into the signals of
longitudinal, lateral and angular speeds and the development
of the ship’s low speed controller. The paper also introduced
the sensors needed in order to provide all of the input data to
the system, such as e.g. the DGPS and the gyrocompass.

According to the authors, the results apply to the automatic
control of a vessel. The simulations proved that operations
based on electronic measurements and by controlling the
ship’s propulsion systems allow full compatibility to obtain
the above results. An important point in the future research
will be the verification of this maneuver under real conditions
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Fig. 8. List of thruster signals: ng, main propeller; sstd, relative thrust of
the bow tunnel thruster; sstr, relative thrust of the stern tunnel thruster; ssod,
relative thrust of the bow rotary thruster; alfa d (αd), bow rotary thruster
deflection angle; ssor, relative thrust of the stern rotary thruster; alfa r (αr),
stern rotary thruster deflection angle

in the port of Iława on Lake Silm at the Foundation for
Navigation Safety and Environmental Protection. Future re-
search directions might also include the application of machine
learning methods in the process of the automatic control
system development.
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