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Abstract—This paper presents the results of a study on 

developing a gait biometrics system based on motion sensors 

(an accelerometer and gyroscope), embedded in a 

smartphone. The experiments were conducted using a 

publicly available 13-person data corpus, with subjects 

participating in three data collection sessions. The study 

used CNN, CNN with attention and Multi-Input CNN 

neural networks. The training scenario from the first day 

resulted in an accuracy of 0.66 F1 score, 0.71 F1 score for 

training with the samples from the second day and 0.90 F1 

score in the combined sets. It has been shown that it is more 

profitable to combine historical data than to update it with 

newer samples. Enriching the training set with a set of 30% 

synthetic samples produced by the LSTM-MDN generative 

models allowed to increase to accuracy to 0.94 F1-score. It 

was shown that synthetic samples can improve the 

generalization properties of the CNN network. 
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I. INTRODUCTION 

he purpose of biometric systems is to identify subjects on 

the basis of physiological or behavioral characteristics or a 

combination of them. Currently, we are experiencing dynamic 

development of biometric solutions in both the academic and 

commercial sectors [1]. With the popularization and falling 

prices of microelectromechanical system (MEMS) based 

accelerometers, recent years have seen an increase in 

applications using motion analysis. In the field of behavioral 

biometrics, issues involving gait analysis are particularly 

exploited. The intensification of work in this area is motivated 

primarily by the possibility of data acquisition using mobile 

devices, in the form of smartphones or smartwatches [2]. An 

important advantage of such systems is the difficulty of 

intentionally imitating the gait of other subjects [3], as well as 

the lack of active interaction of the participant with other 

devices. Which is a requirement for, for example, handprint or 

iris data sampling [4].  

Biometric motion systems can be evaluated in two basic 

variants that differ in the way they reflect the real life scenarios 

and therefore in the accuracy of the achieved results. The first 

type of validation is one in which both the training set (used in 
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preparation of the decision model) and the test set were collected 

during the same data acquisition session. This type of validation, 

referred to as single-day (SD), is typically characterized by high 

identification efficiency, with low applicability and 

transferability. It is worth noting that the evaluation of biometric 

systems within a single day is criticized in the literature. The 

main objection is that repeatedly performing the same 

movement may be unreliable due to the phenomenon of muscle 

memory. The fact of the need for multiple intentional repetitions 

of a movement in a short interval may constitute priming [5]. 

Ultimately, taking into account the applicability of such a 

solution, it is difficult to imagine the operation of the 

authorization system in a scenario (i.e. one in which training and 

test data are taken on the same day).  

The second evaluation option is cross-day (CD) validation, in 

which the acquisition of training and test collections takes place 

over two days. The described testing reflects potential real-

world operating conditions, where the authorization system uses 

previously collected samples. Validation of this type typically 

achieves lower identification rates due to changing movement 

patterns. Manner of movement can affected by many factors 

among which [6]: fatigue/weakness/illness of the experiment 

participant; variations in the type of footwear and clothing; 

variations in the surface and slope of the ground on which the 

gait is performed; emotions. 

In this study, we pay special attention to the dependability 

aspect of the biometric system by modifying the training sets of 

the decision model. In the first case, we make an attempt to 

increase the reliability of the prediction by increasing the 

training data in virtue of including samples from an additional 

acquisition session . 

In the second case, we study a scenario in which the training 

set is created utilizing actual samples collected over two days as 

well as using synthetic samples. The second scenario aims to 

improve the reliability of the biometric system in a way that 

does not require new sampling, and therefore does not involve 

the sacrifice of significant additional costs. Finally, it should be 

noted that the experiments conducted indirectly touch on the 

aspect of dependability and identification accuracy. 

II. OBJECTIVES 

The research work set three goals: 
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• Verifying how the accuracy of a biometric system will be 

affected by adding supplementary samples collected during 

an additional acquisition day; 

• Verifying whether it is more profitable to replace older 

historical teaching samples with newer ones, or rather to 

concatenate them. 

• Investigate how the accuracy of the biometric system will 

be affected by synthetic samples generated by VAE or 

LSTM-MDN models 

III. RELATED WORKS 

In behavioral biometrics, the characteristics of the acquired 

samples are time-varying and dependent on the moment of 

acquisition. For example, biometric systems using 

electroencephalographic (EEG) signals use up to fifteen 

acquisition sessions [7]. In contrast, for systems based on 

wearable sensors such as an accelerometer or gyroscope, multi-

session solutions are much less popular. Very often, the 

developed approaches learned and validated are using data from 

within a single day single-day validation (SD). This way of 

evaluating developed solutions has been criticized for lack of 

implementability in real-world scenarios [8]. Less common are 

disseminated solutions in which decision-making models are 

trained and tested over two days (CD validation). Studies that 

use data collected in the acquisition process over several days 

are least frequently used. It is also worth noting that the factor 

affecting the accuracy of the biometric system is not only the 

number of training sessions but also their timeline distance. In 

[9] it was shown that in gait biometrics, a significant decrease 

in the accuracy of the system is observed after a period of 9 

month. The authors suggested updating/overwriting the 

reference samples. 

For a multi-session scenario in the field of motion sensor-

based behavioral biometrics, three publications are worth 

highlighting [8,10,11], In [8], accelerometer and gyroscope 

measurement signals embedded in smartwatch (smart watch) 

devices were used to build a biometric system. In the author's 

data corpus of 60 individuals, each person participated in six 

tracking sessions, and the entire acquisition was completed in 

three weeks. Participants in the experiment were asked to walk 

freely on a hard surface and along a set route. Th The study 

scenario can be considered semi-laboratory. Data were collected 

in blocks, during which, in addition to walking, participants 

were forced, for example, to stop to open doors or make several 

turns (this was not walking exclusively on a straight path). 

Within each session, data were recorded for a period of two 

minutes. Single samples were understood to be data processed 

using the using the sliding window technique. The results of 

feature engineering extracted vectors which were set to the input 

of the MLP network. In the case of SD analysis, the training set 

training set accounted for 60% of the available data, and the test 

set accounted for the remaining 40 %.  In contrast, for CD 

validation, the data from the first day was selected as training 

data, and samples from the second day as test data. Despite the 

availability of four additional sessions, the idea of a system 

based on multi-day data was completely omitted. The described 

system was developed using only two sessions of motion 

tracking. Nevertheless, it should be noted that for the 

accelerometer Equal Error Rate (EER) of approximately 0.15 

was obtained for the SD analysis and as high as 0.93 in the case 

of CD analysis. The published results indicate a small error for 

SD validation and a very large error for CD validation. 

The second publication [10] used a prototype device based on 

a pair of  Inertial Measurement Units (IMUs) in gait biometrics. 

Each sensor consisted of a three-axis accelerometer, gyroscope 

and magnetometer. The entire device consisted of two sensors 

placed around the left wrist and right thigh. Twenty participants 

took part in the study. Gait patterns were recorded over an 

invariant distance of 50 meters within three gait trials. The data 

acquisition was carried out over a period of seven days. In this 

case, instead of sampling using the sliding window technique, 

an advanced preprocessing pipeline was involved. It included 

gait cycle segmenting algorithm and a method for of minimizing 

the effect of sensor mounting on the measurement values. The 

approach presented here again uses feature engineering and uses 

the Support Vector Machine (SVM) model as a classifier. A 

shortcoming of the work is the unclear manner in which the 

validation of the developed system was performed. In the body 

of the publication one can read that a 10-fold cross-validation 

was applied. Another passage says that for CD validation, 70% 

of the samples from the first day and 30% of the samples from 

the other days were used. In addition, despite the presence of 

three sessions of tracking, no experiments were conducted to 

verify the effect of the number of training sessions on the 

identification results. However, the study was carried out on 

training covering the first day and validation using individual 

data from the other days. Ultimately, due to the small time 

interval between sessions #2 and #3, the results between CD1 

and CD2 are similar to each other. For the SD validation 

scenario an efficiency of 0.976 was achieved, whilst for 

validation over two days CD1 0.896, and for CD2 0.869. 

Finally, it should be emphasized that the presented 

approaches do not use the full capabilities of the available 

datasets. In the case of work [8], it could be possible to use a set 

of six, and in the case of work [10] of three motion tracking 

sessions. However, both papers indicate a decrease in accuracy 

for cross-day validation in comparison to SD validation.  

In contrast, in our previous work [11], we conducted a proper 

multi-session study. A biometric system was developed using 

three motion tracking sessions. The open gait corpus of the 

Signet research group was used as the database. The dataset 

consisted of 14 (not 13 as is the case in the current study) 

subjects who performed three gait attempts over three days. 

Their gait was recorded using a cell phone located in the front 

pocket of their pants. The study also used two types of neural 

network architecture-CNN with attention mechanism and CNN 

with multiple inputs. The former decision model achieved a 

performance above 0.8 F1-score, while the latter achieved a 

above 0.85 F1-score. 

However, the conducted experiments indicated a significant 

problem with the quality of the dataset. The performance 

measure for participant “6” was exactly 0, and all of its samples 

were labelled by the classifier as samples of participant “7” 

Manual inspection revealed that the samples of test subject “7” 

were identical to the training samples of “6”. Although the 

dataset was made public by a higher university, the data corpus 

contained a serious flaw in the form of data leakage and samples 

duplication. The current research is an extension of previously 

presented work by omitting the defective participant from the 

training set and increasing the number of used classifiers. 
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IV. METHODOLOGY 

A. Dataset 

The study used the publicly available data corpus of the 

SIGNET group [12]. The database contains gait recordings 

captured with a cell phone equipped with a three-axis 

accelerometer and a three-axis gyroscope. During the 

acquisition it was placed in the front pocket of the pants. 

Participants were asked to walk as close as possible to their 

natural gait for a period of about 5 minutes. The data corpus 

includes subsets of recordings of participants who took part in a 

single data acquisition session, as well as subsets where gait 

samples were collected multiple times. In the second case, it was 

possible to develop biometric systems that were validated in a 

cross-day scenario (i.e., in which the prediction of test data ran 

for a collection on a different day than the learning of the 

classifiers ), the presented approach is closer to training 

scenarios and is more applicable. In such conditions, the way 

the cell phone was placed in the pocket between days could have 

changed, for example, by placing the phone upside down. In 

addition, between sessions, participants were allowed to change 

clothes as well as footwear (which significantly changes the way 

they move). In addition, the acquisition process itself was 

conducted over a period of six months, the conditions for testing 

the biometric system were also demanding. 

The corps had the unique feature of having recordings 

available for 13/14 participants who attended three acquisition 

sessions. This feature made it possible to conduct three basic 

tests, for which the test set of the classifier remained invariably 

created from day three samples. The first test involved training 

with data from the first day, the second scenario involved 

training from the second day, and the last involved training the 

combined data from two possible days. 
 

The presented corpus has several significant drawbacks: 

• First of all, as shown in our previous studies, the corpus 

contains data leakage between the participant. The test 

collection (day III) of participant “6” represents the training 

data of participant “7” (day II). This resulted in the 

complete identification of all test samples of “6” as “7”. 

Therefore, participant 6 was completely omitted from the 

current study, limiting the number of labels to 13 

participants. 

• The second drawback is that there is no information on 

what time period between acquisition sessions. 

• The data was in the form of unsegmented block recordings. 

Previously conducted work indicated that segmenting the 

data into the form of so-called gait cycles allows to obtain 

higher efficiency of the biometric system. A gait cycle is 

defined as the time from the moment the right foot touches 

the ground to the moment it touches the ground again [13]. 

As a result of the segmentation, samples were obtained 

which formed the input of the classifiers.  In the case of day 

one, 4231 samples were collected (minimum 116, 

maximum 402), during the second day 3814 (minimum 

115, maximum 516), and during the third day of acquisition 

4254 (minimum 198, maximum 680). 
 

Figure 1 shows the already segmented signals for one of the 

participants. The drawing has 3 rows and 2 columns. The first 

column presents data from the triaxial accelerometer and the 

next column from the triaxial gyroscope. The rows show the 

data collected during each session/day. Each window has three 

graphs in red, green and blue, which is a result of the use of 

triaxial sensors.  

 

 
Fig. 1. Example of measurement data for triaxial accelerometer and 

gyroscope in raw form for three days of acquisition. 

Analyzing the data from the accelerometer, it can be seen that 

the data collected during Day II and Day III of the acquisition 

are close to each other, while the data from Day I are quite far 

from them. For the latter, positive values are observed for the 

X-axis of the sensor, and for the other days for the Y-axis. The 

existing difference is due to the fact that in the case of Day II 

and Day III the phone was placed in a similar manner in the 

pocket, while on Day I its orientation was different. The motion 

sensors measure in a local frame of reference, so their 

positioning in the pocket affects the recorded values. 

B. Data processing 

Pre-processing included detecting gait cycles, (the 

segmentation algorithm was described in our previous work 

[11]) and applying additional processing to minimize the impact 

of how the phone is placed in the pocket. In the case study (cell 

phone acquisition), it was very important to minimize the 

negative impact of sensor orientation on the measurement value. 

As part of this work, the so-called “Orientation Independent 

Transformation” algorithm described in detail in [12] was 

implemented. This method was based on the use of triaxial 

accelerometer signals to create a new artificial reference system.  

An accelerometer is a sensor that measures the sum of the 

acceleration caused by the motion of an object (𝑎𝑠̃) and the 
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components resulting from the gravitational acceleration (𝑔𝑠) 
(which is approximately 1 g). The measured values depend on 

the sensor orientation modeled by the R matrix of equation (1). 

 𝑎 = 𝑅(𝑎𝑠̃ + 𝑔𝑠) (1) 

where: 

a – value read by the accelerometer; 

R– rotation matrix from global to sensor coordinates; 

𝑎𝑆̃ – acceleration resulting from the motion of an object, in the 

global reference system; 

𝑔𝑆̃ – gravitational acceleration, in the global reference system 

⟨0,0,1g⟩. 
The method of minimizing the impact of the mounting 

method was based on the creation of three orthogonal axes 

(vectors in 3D space)〈ξ, ζ, ψ〉which were used to create a new 

reference system. Due to the fact that the accelerometer always 

measures values resulting from gravitational acceleration, 

analysis of the accelerometer's measurement values as vectors 

in 3D space makes it possible to determine the average value, 

which will represent the coarse direction of gravity. Therefore,  

vector ξ (i.e., the new axis of the coordinate system) was 

determined roughly as the average direction of acceleration.  

Then, for the second axis of the coordinate system, analysis of 

variance was applied. In the case of walking, there will be 

significant changes in acceleration in the direction of 

movement, so the vector ζ was determined using principal 

component analysis as the direction with maximum variance. 

The last axis of the coordinate system ψ was determined as the 

vector product of the previous two axes in order to maintain 

orthogonality. Figure 2 presents the measurement values 

transformed to the new reference system.  

 

 
Fig.2. Example of measurement data of triaxial accelerometer and gyroscope 

in processed form for three days of acquisition. 

From the illustration shown, it can be observed that:  

• The signals have a similar shape over the three days. For 

the accelerometer signal for each of the three rows, the  

Z-axis signal is dominant and similar to each other. 

• For both the X and Y axis signals of the accelerometer, 

untypical symmetries can be observed. These signals are 

often reflected relative to the “0” axis.  

The symmetry with respect to the “0” value for the X and Y 

signals of the accelerometer is due to the fact that the analysis 

of variance was used in determining the coordinate system ζ 

axis. If the participant in the experiment alternately accelerates 

or decelerates, direction negation will occur. From the fact that 

the last ψ-axis is based on the vector product (including the ζ-

axis) negation may also occur. The “Orientation Independent 

Transformation” [12] method is able to minimize the influence 

of the way the sensor is mounted, while it is not immune to 

changes in gait speed. 

C. Synthetic data generation 

The approaches presented in this section, based on gait cycle 

extraction [12] and the use of a decision model in the form of a 

CNN network [1], are related in the literature. In our subjective 

opinion, modifications to the architecture of the CNN network 

will not lead to significant changes in efficiency due to the 

limited number of learning samples (in the data corpus used, a 

minimum of about 100 samples for one day and one participant).  

In the field of human activity recognition, similar to the 

present research, the approaches based on the generation of 

synthetic samples [19] have recently been noted to allow the 

improvement of identification rates. This paper describes the 

results of basic research that has tried to apply artificially 

generated samples under very specific conditions: the gait 

patterns observed for specific individuals have two main trends 

(as can be seen for the X,Y axis of the sensors in Figure 2), and 

the data are much less numerous than in the case of HAR 

applications.  

The present study examines the utility of synthetic samples 

generated by generative models and their influence on the 

precision of biometric systems. Two distinct architectural 

approaches were explored, each based on a different model: a 

variational autoencoder and LSTM-MDN model. For all the 

types of studied generative models, the collection was initially 

divided into 13 subsets according to the participant's label 

(Figure 3). This was followed by leading to the training of 

generative models so that each instance could creates a ordered 

number of synthetic samples. Subsequently, the original and 

synthetic samples were merged to create a new data set, which 

was then employed to train the classifiers. 

The study employed a two-group approach to sample 

generation, utilizing variational autoencoder-based models as 

the primary method. In this type of architecture, due to the 

presence of a bottleneck, there is a compression of data in the 

feature space. Thus, after the training process, the model is able 

to reproduce the main data trends. In the study, two variants of 

autoencoders were examined, i.e. dedicated to working with 

time series timeVAE[14] and PyRaug multidimensional 

data[15]. Conversely, the potential of utilizing LSTM-MDN 

models, which are capable of modeling data distribution 

parameters based on training data, was explored. The paper 

employs the first author's implementation of the LSTM-MDN 

models, as detailed in reference [16]. 
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Fig.3. Idea diagram for ordering synthetic samples by a scientist 

 

The study was conducted when {15, 60,    240} samples were 

generated for each participant. With 13 participants, there were 

{195, 780 ,3120} artificial samples, respectively. In the case of 

the combined datasets from the two days of acquisition (8045 

samples), the artificial data were respectively {2.4%, 8.8%, 

27.9%} of the training dataset. 

D. Classifiers 

The use of data processing pipelines that include manual 

segmentation of gait cycles, minimizing the impact of sensor 

assembly and classification by a CNN-type network is based on 

the solution shown in [12]. In the case of unprocessed data, the 

signals will always be “smooth,” whilst with additional 

transformations the signals will have discontinuities at the 

boundary of individual gait cycles. For architectures based on 

recursive models, this can cause problems with learning 

classifiers. There are several other reasons why the authors did 

not choose to use recurrent networks. 

Typically, CNN networks have lower learning data 

requirements than recursive networks. Convolutional networks 

allow the solution to be extended with advanced inference 

analysis from the Explainable AI stream based on gradient 

methods, e.g. the SHAP package or LIME. It is also important 

to note that analysis by a convolutional neural network allows 

for a more critical evaluation of all available gait samples. When 

using a recursive architecture, such as a long short-term memory 

(LSTM) network, a prediction of one label is made based on a 

selected number of historical samples. This raises additional 

questions about how many previous gait cycles to consider, 

which affects the number of test data points. 

In the present study, experiments were conducted using three 

neural network architectures. The CNN [1] and CNN networks 

with the attentional mechanism (based on[17]) and Multi-Input 

CNN [18]. The details of the different layers of the network are 

presented in Table I.  

 

Table I 

CNN ARCHITECURE 

CNN 

Layer Type Details 

1 convolution_1 in=1, 

out=32,ks=[1,9],stride=[2] 

2 max_pooling_1 ks=[1,2], stride=[2] 

3 convolution_2 in=32, 

out=64,ks=[1,3],stride=[1] 

4 convolution_3 in=64, out=128,ks=[1,3], 

stride=[1] 

5 max_pooling_3 ks=[1,2], stride=[2] 

6 convolution_4 in=128, out=128,ks=[6,1], 

stride=[1] 

7 dense in=2048, out=13 

8 softmax  

CNN with Attention Mechanism 

Layer Type Details 

1 convolution_1 in=1, out=32,ks=[1,9],  

p=[0,4], stride=[1,2] 

2 max_pooling_1 ks=[1,2], stride=[1,2] 

3 batch_normalisation_1 n_features=32,  

4 convolution_2 in=32, out=64, ks=[1,3], 

p=[0,1], stride=[1,1] 

5 convolution_3 in=64, 

out=128,ks=[1,3],p=[0,1], 

stride=[1,3] 

6 max_pooling_3 ks=[1,2], stride=[1,2] 

7 batch_normalisation_3 n_features=128, 

8 convolution_4 in=128, 

out=128,ks=[6,1],p=valid 

9 batch_normalisation_4 n_features=128,  

10 attention channel=128,reduction=8 

11 dense in=2048, out=13 

12 softmax  

Multi-Input CNN 

Layer Type Details 

1 convolution_1 in=1, 

out=240,ks=[1,10],p=’VALID’ 

2 batch_normalisation_1 n_features=240, 

3 max_pooling_1 ks=[1,2], stride=[1,2] 

4 convolution_2 in=240, out=300,ks=[1,7], 

p=’VALID’ 

5 batch_normalisation_2 n_features=300, 

6 max_pooling_2 ks=[1,2], stride=[1,2] 

7 convolution_3 in=300, out=360,ks=[1,5], 

p=’VALID’ 

8 batch_normalisation_3 n_features=360, 

9 max_pooling_3 ks=[1,2], stride=[1,2] 

10 convolution_4 in=360, out=420,ks=[1,3], 

p=’VALID’ 

11 batch_normalisation_4 n_features=420, 

12 average_pooling_4 ks=[1,5], stride=[1,2] 

13 dropout P=0.5 

14 dense in=2520, out=13 

15 softmax  
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The first two architectures [1,17] accepted data block with a 

dimension of 6 × 128. The first dimension resulted from the use 

of a triaxial accelerometer and a gyroscope. Last of the used 

classifiers[18] accepted two data arrays of 3 × 100 dimension as 

input, where data of two modalities were given on separate 

branches. Each network was trained for a period of 300 epochs, 

using cross entropy cost function and the ADAM algorithm as 

the optimization method. It should also be noted that the number 

of network parameters varied greatly, with 158, 350 for the 

CNN, 160, 973 for the CNN with the attentional mechanism, 

and 1, 539, 853 for the Multi-Input CNN.  

In the context of this research, a significant focus has been 

placed on the usage of convolutional neural networks (CNNs) 

with an attentional mechanism. With regard to the 

implementation specifics, the Squeeze-and-Excitation (SE) 

attentional mechanism has been employed. Of particular interest 

is the second excitation component, which introduces additional 

channel-wise parameters representing multipliers of individual 

channels. In this approach, attention provides supplementary 

parameters that model the channel dimension, with the 

weighting factors indicating its relevance and ultimately 

influencing the prediction outcome. 

V. RESULTS 

E. Baseline results 

Figure 4 shows the subject identification score as box plots 

for raw (a) processed (b) signal. The Y-axis shows the value of 

the F1-score measure of 10-fold repeated simple validation. The 

X axis shows the tested scenarios - the number of motion 

tracking sessions in the training set. Cases were analyzed when: 

the training set contains samples taken during session I, session 

II and when they are combined. In addition, three architectures 

of tested classifiers were marked with color. CNN in blue, CNN 

with Attention mechanism in orange, and Multi-Input CNN in 

green. 

 
     (a) 

 
     (b) 

Fig.4. identification results raw data (a) proceed data (b) 
 

The figure shows that both when using raw data (Figure 4 a) 

and processed data (Figure 4 b), maximum efficiency is 

achieved when using the combined Day I and Day II training 

sets. This is about 0.65 F1-score for the raw data and 0.9 F1-

score for the processed data. In the analyzed case study, 

updating the training samples - changing the training session 

from I to II (where the time interval until the acquisition of test 

samples is shorter) in some cases reduced the classification 

metrics. For raw data, a decrease in effectiveness is observed for 

the CNN classifier(blue color), and for processed data for the 

Multi-Input CNN classifier (green color). On the other hand, the 

scenario of combining samples from days I and II in each of the 

analyzed cases allowed to increase the accuracy of the biometric 

system. This is our recommended scenario for biometrics 

system building. 

F. Synthetic data results 

The highest classification scores were observed for data 

processed in the scenario of combining two days of data 

acquisition. In the case of using a CNN classifier with an 

attentional mechanism average 0.903 F1-score was observed. 

For such running conditions, an experiment was conducted in 

which synthetic samples were added to the original data set.  

Samples was created using variational autoencoder-based 

models as well as LSTM-MDN models. The last of these has 

achieved efficacy gains in our other studies [16]. In which a 

different 100-person dataset was analyzed (which did not 

require minimizing the impact of sensor montage using the 

method described in [12], due to professional motion tracking 

system usage). Figure 5 presents the results in the form of 

heatplot graphs, where blue color indicates the baseline without 

synthetic samples, red color indicates the average result lower 

than the baseline, and green color higher. Figure contains a total 

of 6 subgraphs arranged in 2 rows and 3 columns. The top row 

presents the baseline, and the results achieved for two 

autoencoders variants timeVAE and RHVAE/PyRaug. For the 

former, only results worse than the baseline were achieved. In 

the second architecture type, the highest result was 0.920 and 

was observed with the generation of 60 samples.  

The lowest row presents the results observed for data 

generation using LSTM-MDN models with different numbers 

of tested normal distributions. High results were observed for 

modeling two data distributions and 240 samples. In this 

architectures models, there is the possibility of additional 

variance amplification (what was presented as additional rows). 

However, in the analyzed cases, this amplification was not 

essential. 

 

 
Fig.5. Median results from 20 iterations of learning and evaluation heatplot 

charts  
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The study shows that the metrics of the biometric system can 
be improved by using synthetic samples. For generative models 
based on variational autoencoders, the highest increase to 0.920 
(about 2%) was possible for the RHVAE architecture. For 

LSTM-MDN models, the highest increase in biometric system 
performance to 0.940 (about 4%) occurred with the generation 
of 240 samples for modeling two data distributions. 

The research in this paper employs the F1-score metric as a 
measure that accurately reflects the performance of a biometric 
system in an engineering context. It should be noted that in 

practical applications, particularly cross-day validation, the 
generation of samples that are highly similar to the original will 
not necessarily result in an increase in identification metrics. In 
the publication [20], the t-distributed stochastic neighbor 
embedding (t-SNE) method was used with dimensionality 
reduction to 2 in order to demonstrate the similarity between the 

real and synthetic data. In the present work, this approach was 
repeated. Additionally, an overview figure was prepared for the 
data of participant 11, which exhibited particular issues. 

 

 
Fig.6. Visualization of t-SNE for real and generated data 

 

In Figure 6, the empirical data are presented using rectangular 

markers with a dark blue color. This set is the most numerous 

and encompasses the largest numerical ranges within the 

visualized space. The data generated by the LSTM-MDN 

method with a BIAS parameter equal to 1 is presented using 

blue circle-shaped markers. In this case, the generated samples 

only partially coincide with the real data, and outliers also 

appear. The same is true for the TimeVAE and PyRaug 

methods, which also have markers, only partially complete the 

reduced feature space. The presented figure shows that the 

generated data are differentiated, and each method allows the 

creation of samples of a different character. 
 

 
Fig.7. Averaged confusion matrix for 20 repetitions 

Figure 7 presents the confusion matrices for the baseline case 

and for the synthetic data generation scenario (LSTM-MDN 

M:2, AUG_NUM:240, BIAS:1). The heat plot figures show the 

averaged values from 20 iterations, and it can be concluded from 

these that the increase in efficiency presented in Figure 5 results 

primarily from the improved identification of a participant with 

ID 11. 

In further experiments, we used SHAP (SHapley Additive 

exPlanations) methodology to explain what the reason was for 

the poor identification of samples 11 by the base model. Figure 

8 shows the result of the analysis in the case of the base model 

(a) and when synthetic samples are included (b). For each 

subgraph, there are 13 columns (number of labels), and two 

rows (a demonstration example for two samples for which the 

base model indicated the label incorrectly, and the model 

learned from the synthetic samples correctly). Each heatplot has 

a dimension of 6×128, where the first dimension corresponds to 

the number of measurement channels and the second to the 

length of the sample.  Areas colored blue indicate data that cause 

the label to be disregarded (negative values of SHAP 

coefficients), and pink color positively affecting the prediction 

of the label (positive values of SHAP coefficient), light blue 

color indicates data not affecting the prediction. 

For the baseline model, the test samples are only strongly 

associated with labels 11 and 8, showing a negative impact with 

the former (shade in blue). In addition, in the case of label 11, a 

lack of interaction with the third row (Z-axis of the 

accelerometer,) which takes on a neutral hue, is evident. A 

strong negative interaction with the 4th row (X axis of the 

gyroscope) is also visible.  

The model demonstrated a notable impact on the labels 

assigned to 11, 8, and 9 when it was trained on both real and 

synthetic data. The graphical representation demonstrates that 

the artificially generated data exhibited a notable degree of 

proximity to the original data set of participant 9. Furthermore, 

in this instance, a more pronounced positive impact on 

participant 11's label was discernible (evident in the elevated 

pink hue), particularly in rows 4 and 5 (represented by the X and 

Y axes of the gyroscope).  

By applying the Explainable AI method, we observed that the 

use of synthetic data of participant 11 had little effect on the 

activation of participant 9's label. This may indicate the 

similarity of participant 11's artificial data and participant 9's 

original data. This is a very important observation that indicates 

the need for validation of synthetic data. 

 

Additional materials including experimental results and 

trained models for the scope of Exaplainable AI are made 

available in a private repository https://github.com/ asawicki-

pb/Biometrics-gait-system-based-on-motion-sensors-

embedded-in-a-mobile-phone  to which access will be granted 

after email contact. 

 

 
 

https://github.com/%20asawicki-pb/Biometrics-gait-system-based-on-motion-sensors-embedded-in-a-mobile-phone
https://github.com/%20asawicki-pb/Biometrics-gait-system-based-on-motion-sensors-embedded-in-a-mobile-phone
https://github.com/%20asawicki-pb/Biometrics-gait-system-based-on-motion-sensors-embedded-in-a-mobile-phone
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(a) 

 

 (b) 

Fig.8. SHAP (SHapley Additive exPlanations) analysis results for the baseline CNN model (a) and the synthetic samples scenario (b) 

 

VI. LIMITATIONS 

The current research is a case study developed on a publicly 

available dataset with the unique attribute of the availability of 

three acquisition sessions. The data made available should be 

approached with a certain amount of distrust. In our earlier 

studies, we pointed out a significant problem in data leakage 

between the training set (day II) and the validation set (day III). 

The test data (day III) of participant “6” represents the training 

data of participant “7” (day II). Thus, in the research presented 

here, the size of the collection was reduced from 14 participants 

to 13. This made the already modest dataset limited. 

As is the case in other scientific studies in which a 

segmentation process is performed from block recordings, the 

result of the final identification is indirectly dependent on the 

quality of the implementation of the detection issue. Moreover, 

as a consequence of the segmentation process, the number of 

training samples (segmented gait samples) for each participant 

differed.  This results in an imbalanced number of labels.  

The combined training set from Days I and II yielded a 

minimum of 372 samples and a maximum of 1,233 samples, 

representing a ratio of over threefold. However, the unbalancing 

process was partially resolved when synthetic samples were 

added. In such a scenario, the minimum number of labels is 612, 

whilst the maximum is 1473 (more than twofold the minimum). 

The degree of data imbalance was thus diminished. 

 

It is also important to acknowledge that, in the context of 

behavioral biometrics (including gait analysis), a multitude of 

factors can potentially compromise the accuracy and reliability 

of individual identification. It is important to note that aspects 

such as changing footwear between tracking sessions, changing 

the surface or slope of the gait path, or even the act of walking 

on different surfaces can affect the patterns of gait. In the case 

of cell phones, an additional factor is the manner in which the 

device is positioned within the pants pocket. With regard to the 

accelerometer sensor, the measurement values are also 

susceptible to rapid fluctuations. These fundamental 

disturbances can be mitigated through frequency filtering that 

has already been implemented at the stage of data release. 

Furthermore, the impact of the mounting method can be offset 

through data transformation to an artificially created coordinate 

system (Methodologist's section, data processing). 

The change in gait pattern due to a change in footwear or gait 

surface is beyond our control.  However, using generative 

models to create synthetic samples allows to increase the 

generalization properties of decision models 

VII. CONCLUSIONS 

In this work, we have successfully developed a biometric 

system based on accelerometer and gyroscope readings. These 

sensors were embedded in a cell phone located in the right front 

pocket of the pants. The work was carried out on the basis of a 

publicly available data corpus containing the unique feature of 

availability of three motion tracking sessions within separate 

days. As part of the ongoing work, three scenarios were verified 

in which a constant test set was built from the data collected 

during Day 3, whilst changing the method of creating the 

training set. When the training set consisted of Day I samples, 

the accuracy was 0.65 F1-score, whereas when it consisted of 

Day II samples, it was 0.7 F1-score. Finally, when the Day I and 

Day II data were combined, the accuracy was 0.9 F1-score. 

Classification was carried out for three variants of the CNN 

network, classical CNN, CNN with attentional mechanism and 

Multi-Input CNN. 

Next, for the case of a set of combined two acquisition days 

and a CNN with attentional mechanism, the effect of the 

generation of synthetic samples by LSTM-MDN networks was 

examined. In the case of the combined dataset, in which 

synthetic samples accounted for about 30% (240 samples for 

each participant), an increase from 0.903 to 0.940 F1-score 

(about 4%) was observed. The study indicated that when more 

than one teaching session is available, it is more profitable to 

concatenate the data than to update it. In addition, by using 

synthetic samples at the learning stage, there is potential for a 

slight improvement in performance.  The process of generating 

additional synthetic samples should be treated as a final step and 

should not be expected to have as far-reaching an impact on 

identification performance as a change in preprocessing 
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