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Performance analysis of tabular
and Fuzzy Q-learning under varying state
and action space resolution

Roman Zajdel

Abstract—Reinforcement learning (RL) algorithms, such as Q-
learning, are widely applied to control tasks involving continuous
state spaces that require discretization or function approxima-
tion. However, the effect of state and action space resolution on
learning efficiency and convergence stability remains a signif-
icant challenge, particularly when comparing classical tabular
approaches with fuzzy function approximations. This study
presents an in-depth experimental analysis of Q(0)-learning and
trace-based Q()\)-learning, applied to three benchmark control
problems: Cart—Pole, Ball-Beam, and Mountain Car. The exper-
iments systematically investigate how increasing the granularity
of state discretization (number of bins), the number of fuzzy
sets, and the size of the action space influence convergence speed
and result variance. The results clearly demonstrate that Q(\)-
learning consistently outperforms Q(0)-learning in both tabular
and fuzzy settings, providing faster convergence and greater
stability at higher discretization resolutions. Furthermore, fuzzy
Q(X)-learning exhibits superior scalability and generalization
capabilities, particularly for complex underactuated systems such
as Ball-Beam. These findings highlight the practical advantages
of combining eligibility traces with fuzzy state representation in
reinforcement learning. This approach supports the design of
more robust controllers for real-world dynamic systems.

Keywords—Reinforcement Learning, Q-learning, Fuzzy Sys-
tems, State Discretization

I. INTRODUCTION

EINFORCEMENT Learning (RL) provides a general

framework for sequential decision-making in dynamic
and uncertain environments [!]. Among various RL algo-
rithms, Q-learning remains one of the most widely studied
methods due to its simplicity and proven convergence under
tabular representations [2]. However, practical applications
involving continuous or high-dimensional state—action spaces
require discretization or function approximation, both of which
significantly affect learning performance and scalability [3],
[4].

Tabular Q-learning assumes a finite number of states and
actions, which makes it highly sensitive to the resolution of
state discretization. Increasing this resolution often leads to
the “curse of dimensionality,” slower convergence, and poor
generalization. To address these limitations, various extensions
have been proposed, such as eligibility traces (resulting in
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Q(A)-learning) [1], [5], and function approximation techniques
including fuzzy logic systems [06], [7]. These hybrid ap-
proaches aim to improve generalization and stability when
learning in continuous spaces.

The discretization of the action space plays a crucial role
in reinforcement learning (RL), especially in environments
with continuous or high-dimensional state and action spaces.
Several studies have examined how the number of available
discrete actions affects the learning process. For instance,
action representation choices significantly impact both the
convergence speed and the final policy quality [8]. A finer
discretization may increase policy expressiveness but often
leads to slower learning and increased exploration complex-
ity [9]. Adaptive discretization methods have been proposed to
balance these trade-offs by dynamically adjusting action res-
olution during training [10]. In fuzzy reinforcement learning,
the number of fuzzy sets—and hence the effective number
of action rules—also influences convergence and generaliza-
tion [I1]. More recently, parameterized action spaces have
been proposed to blend discrete and continuous representa-
tions, further emphasizing the importance of action granularity
in modern RL algorithms [12].

Motivated by this gap, the present study provides a com-
prehensive experimental comparison of classical tabular and
fuzzy Q-learning, with and without eligibility traces, under
different discretization and action space configurations. The
goal is to analyze the impact of increasing state—action space
resolution on learning performance, stability, and scalability,
thereby offering practical insights for the development of more
robust RL controllers for real-world dynamic systems.

The remainder of this article is structured as follows. Sec-
tion II reviews prior research on fuzzy reinforcement learning
and the use of eligibility traces. Section III-A describes the
considered control environments, followed by Section III-B
and Section III-C, which present the core RL algorithms and
the discretization and fuzzification strategies applied to state
representations. Section III-D outlines the fuzzy Q-learning
framework based on zero-order Takagi—Sugeno models. The
experimental setup and results are detailed in Section IV,
with key observations summarized in Section V. Section VI
discusses the implications of the findings, and Section VII
concludes the paper with final remarks and directions for
future work.
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II. RELATED WORK

Recent advancements in reinforcement learning (RL) have
continued to explore fuzzy and hybrid extensions of the classic
Q-learning algorithm to enhance learning efficiency, robust-
ness, and interpretability in complex control scenarios. Among
these, fuzzy systems—particularly of the Takagi—Sugeno (T-
S) type—have been widely adopted to approximate the action-
value function Q(s,a). A common modeling strategy involves
fixing the antecedent (membership) functions and adapting
only the consequent (typically linear or affine) functions,
resulting in compact and interpretable function approximators.

For instance, Jouffe [13] introduced fuzzy Q-learning based
on fixed fuzzy partitions and linear consequents trained via
temporal-difference (TD) methods. This principle has since
been extended in various domains: Glorennec and Jouffe [14]
applied it to robot navigation, Wen et al. [15] used a T-S fuzzy
controller with parallel distributed compensation (PDC) for
trajectory planning in humanoid manipulators, and Zander et
al. [16] designed T-S-based actor—critic architectures, demon-
strating performance on par with deep Q-networks (DQN)
while preserving interpretability.

More recently, Zahmatkesh et al. [17] proposed a robust
fuzzy Q-learning algorithm for nonlinear flight control, show-
ing resilience against wind disturbances during autonomous
landings. Parallel work by Hostetter et al. [18] introduced
self-organizing fuzzy Q-networks that automatically construct
rule bases while maintaining competitiveness with offline
RL baselines. Zander et al. [19] also confirmed that fuzzy
DQN can outperform standard DQN in interpretability-focused
benchmarks. Additionally, Kozuno et al. [5] revisited Peng’s
Q(\) and demonstrated that eligibility traces can improve con-
vergence and temporal credit assignment even when integrated
with modern function approximators.

Building on these developments, Tang et al. [20] proposed a
fuzzy actor—critic framework tailored for dynamic load balanc-
ing in smart grids, demonstrating improved energy efficiency
and stability. Similarly, Wang et al. [21] designed a fuzzy
deep reinforcement learning controller for autonomous vehicle
navigation, emphasizing rule interpretability. In 2023, Lei and
Lin [22] proposed a hierarchical fuzzy reinforcement learning
architecture for multi-task control, highlighting scalability and
cross-task generalization.

Collectively, these studies underscore the versatility of fuzzy
Q-learning—particularly with fixed antecedents and learned
consequents—as a robust, scalable, and interpretable alterna-
tive to conventional RL.

While these studies confirm the practical advantages of
fuzzy and trace-based extensions, they primarily focus on the
overall feasibility or hybrid design. Systematic analyses that
examine how the resolution of fuzzy partitions and the number
of discrete actions jointly affect convergence speed, result
variance, and scalability remain scarce. Such aspects are cru-
cial when designing controllers for benchmark environments
with varying state dimensionality, underactuation, and sparse
rewards, such as Cart—Pole, Ball-Beam, or Mountain Car.
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III. METHODS
A. System Dynamics

Three benchmark systems were considered: the ball-beam
system, the cart-pole swing-up system, and the mountain car.
These classic nonlinear tasks are standard benchmarks for
reinforcement learning algorithms [1], [2], [4].

a) Ball-Beam.: The state variables of the ball-beam
system (Fig. 1) are the position of the ball, x, and its velocity,
@ [23]. The discrete-time dynamics of the system are given
by:

Ty = Tp—1 + TTi—1,

1
&y = @41 + Tgsin(dy), M

where 7 = 0.02s is the discretization step and g = 9.81 m/s?
is the gravitational constant. Control over the ball’s position
is achieved by varying the tilt angle ¢ of the beam relative
to the horizontal plane. The objective is to balance the ball
at the center of the beam; nevertheless, in reinforcement
learning scenarios, a satisfactory outcome is often defined
as maintaining the ball on the beam for a given period of
time. In the discrete-action implementation of the ball-beam
environment, a three-action set is typically used—tilt left, keep
the beam level, or tilt right—which in practical simulation
code corresponds to actions such as {—n/4, 0, w/4} (e.g. in
ballbeam-gym, with action_mode=discrete) [24].

s

Ball

Fig. 1. Schematic of the Ball-Beam system.

b) Cart-Pole.: The inverted pendulum consists of a rigid
rod of length 1 m mounted on a horizontally moving cart.
The pendulum is constrained to move only within the plane
of the figure, while the cart can travel up to 2.4 m to the
left or right from its central position (see Fig.2). The cart-pole
system is governed by non-linear equations, neglecting friction
coefficients for both the cart and the pendulum [25]:

Ty = Ty—1 + Th-1,
Fy +ml (9752_1 sin(f;_1) — 6,1 cos(@t_l))

Me +Mm

Ty =Tp1+ T

)

0 = 0;_1 + Tét—la

F +mléf_ 1 sin(6¢—1)
me+m

gsin(f;_1) — cos(f;—1) -

! (é _ %)
3 me+m

ét = ét—l +7

2

where the state vector consists of the following variables:
x (cart position), x (cart velocity), 6 (pendulum angle from
the vertical), and 6 (angular velocity of the pendulum). The
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gravitational constant is ¢ = 9.81 m/sQ, the cart mass is
m. = 1.0kg, and the pendulum mass is m = 0.1kg. The
pendulum length is [ = 0.5m (i.e., half the total length),
and the simulation uses a discretization step of 7 = 0.02s.
The system is controlled by applying a horizontal force
F € {-10,410} N to the cart, resulting in a discrete two-
element action space defined as A = {—10,+10} N. The pole
must be balanced within an angular deviation of |f] < 12°
while the cart position is constrained to the track limits
—24m < x < 2.4m. The experiment terminates when the
controller is able to balance the pole continuously for 100,000
time steps.

Fig. 2. Schematic of the Cart-Pole system with position and angle constraints.

¢) Mountain Car.: The mountain car problem is a clas-
sical RL benchmark for function approximation and policy
learning [1], [2], [4]. The state variables for this system are the
position of the cart, x, and its velocity, . The values of these
variables are constrained to the intervals [—1.2, 0.5]m and
[-0.07, 0.07] m/s, respectively. The state is updated according
to the following equations:

Tig1 = Tt + Teq1,
Feir = @ + 0.001ay — 0.0025 cos(3 ), 3)

where a € A denotes the action. The action set A typically
consists of three discrete values, {—1,0,1}, which can be
interpreted as “reverse”, “neutral”, and “forward”, respectively.
The goal of the control strategy is to reach the hilltop marked
as the “Goal” in Fig.3. Due to limited engine power, the
car cannot ascend directly and must instead build momentum
by oscillating between slopes, converting kinetic energy into

potential energy to reach the target state.

B. RL Algorithm

Reinforcement learning problems are commonly modeled
as Markov Decision Processes (MDPs), characterized by the
tuple (S, A,P,R,v), where S is the set of states, A is the
set of actions, P denotes the state transition probability, R is
the reward function, and v € [0, 1) is the discount factor [26].

A key objective in RL is to discover an optimal policy 7*
that maximizes the expected cumulative reward. One approach
to this is to estimate the action-value function Q™ (s, a), which
defines the expected return when starting in state s, taking
action a, and following policy 7 thereafter.

-1.2 X 0.50

Fig. 3. Schematic of the Mountain Car system.

When the transition model P is unknown or difficult to
compute, model-free methods such as Q-learning [2] can be
employed. Q-learning estimates the optimal action-value func-
tion Q* (s, a) directly through interaction with the environment
using the Bellman optimality equation as an update rule. A
commonly used variant of Q-learning is Q(0)-learning, which
corresponds to the standard form of the algorithm where only
the currently visited state-action pair is updated at each time
step. The update rule of @) is expressed using the temporal-
difference error &; as follows:

O = Tiq1 + 7y max Qi(St41,a) — Qe(se,at), (4)
Qiy1(5t,a) = Qi(st,ar) + ady, &)

where « € (0,1] is the learning rate and v € [0,1) is
the discount factor. This method updates values incrementally
based solely on immediate experience, which may lead to slow
propagation of value information over longer time scales.

To accelerate learning in environments with delayed re-
wards, the Q(\)-learning algorithm extends Q(0) by intro-
ducing eligibility traces [1], [2], [5]. These traces allow the
algorithm to assign credit to multiple recently visited state-
action pairs. The eligibility trace e;(s, a) keeps track of how
recently and frequently each pair (s,a) has been visited, and
the Q-values are updated according to:

Qur1(s,a) = Qu(s,a) + adies, a), (6)
with eligibility traces decaying over time as:

if (s,a) = (stvat)a
otherwise,

yAer(s,a) + 1,

/y)‘et(sa a)7 (7)

et+1(5 ’ CL) = {
where A\ € [0,1] controls the decay rate of the traces. The
use of eligibility traces results in faster convergence and
more effective credit assignment across temporally extended
sequences of actions.

C. State Discretization and Fuzzification

This study employs two alternative representations of the
action-value function Q).
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Fig. 4. Comparison of two state-space representations of the Ball-Beam
system: (a) crisp discretization of the state variables z and z into 2 and
3 bins, respectively, and (b) fuzzy partitioning of the same variables using
overlapping membership functions — 2 fuzzy sets for = and 3 fuzzy sets for
&.

A common and straightforward approach for representing
Q(s,a) in reinforcement learning is crisp discretization of
the continuous state space. Each continuous state variable is
partitioned into a finite number of bins, typically using uniform
intervals or decision-based splits. The resulting combination of
discrete bin indices uniquely identifies a state, which serves
as a key in a tabular (s, a) structure.

Although tabular representations are simple to implement
and enable direct learning and analysis, they suffer from
several well-known limitations [1]. Chief among these is the
curse of dimensionality: the Q-table size grows exponentially
with the number of state variables and actions, leading to
substantial memory and computational demands. Moreover,
tabular methods inherently lack generalization, as updates
affect only visited states, leaving large portions of the state
space unrepresented and unexplored.

Fig. 4 illustrates a local comparison between crisp and fuzzy
state-space representations for the Ball-Beam system, focusing
on a specific region where x € [0,1] and & € [—0.33,0.33].
In the crisp discretization (Fig. 4a), this region corresponds to
a single discrete state s; resulting from uniform partitioning
of the state variables x and 2 into 2 and 3 bins, respectively,
yielding 2 x 3 = 6 total discrete states. Any operating point
(20, %0) in this region is assigned exclusively to one state.

In contrast, the fuzzy representation (Fig. 4b) uses overlap-
ping membership functions—2 for z and 3 for z—resulting
in soft partitions of the same input space. A single point
(zo,20) activates multiple fuzzy rules to varying degrees.
Unlike the crisp case, even small variations within the region
continuously modulate the degrees of membership, leading
to smooth changes in rule activation. This facilitates gradual
policy updates and improved generalization across the state
space [27], [28].

Fuzzy Rule-Based Approximation: Fuzzy models offer
an interpretable and robust alternative to standard function
approximators, particularly under uncertainty or imprecise
state observations [28]. The continuous state space is covered
by M overlapping fuzzy regions, typically defined by Gaussian
membership functions. Let n denote the dimensionality of the
state space, and j € {1,...,n} index the state variables. The
consequent model QW (s, a; q(i)) is parameterized by a vector
q(i) € RX, where K is the number of basis functions used in

R. ZAJDEL

the approximation (e.g., for a linear model, KX = n+ 1). Each
fuzzy rule, indexed by ¢ € {1,..., M}, is expressed as:

IF s, is i AND ... AND s, is () THEN Q) (s, a; q"),
(3)

where the membership function uy)(sj) is defined as:

(4)y2
(s;—¢;")°
-, ©)
2(0;7)?
with ¢/’ and o!”
Gaussian function.
The (unnormalized) firing strength of the i-th rule is:

denoting the center and spread of the

=T 1"6s)), (10)
j=1
and the normalized firing strength is given by:
’(I}i S
w;i(s) = =37 () (11)

Z’m:l IZ)m(S) .

Each local model Q) typically has a simple parametric
form:
Zq(  fr(s,a)

where fi(s,a) are basis functions associated with the rule’s
consequent. In the Takagi—Sugeno (T-S) framework, these
functions often correspond to linear components or action-
dependent constants, e.g., fi(s,a) = [,—,, (indicator func-
tions). Thus, Q¥ (s, a) may be understood as a local lookup
table of action values per rule, without requiring explicit radial
basis functions or nonlinear terms [1].

The global action-value approximation is then a normalized
weighted sum of the local models:

sz

where g denotes the concatenation of all local parameter
vectors q(?.

Learning with Temporal-Difference Updates: To train the
fuzzy Q-function, the temporal-difference (TD) error is defined
as:

QW (s,a;q") (12)

(s,a;q) Q(l (s, a; q( )) (13)

6 =1+ vnggxé?(si%a'; q;) — Qs,a;q,).  (14)
Fuzzy Q(0)-Learning Update Rule:

updated via gradient descent:

The parameters are

qiq :‘It+0¢’5t’VqQ(5t,at;‘It)v (15)
where « is the learning rate. The gradient is propagated
through the fuzzy aggregation, in which the normalized firing
strengths w;(s;) determine the contribution of each local
model. This form is a general case that encompasses the update
rule in (19) for zero-order T-S models.
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Fuzzy Q(M\)-Learning Update Rule: In the fuzzy Q(M)-
learning variant, an eligibility trace vector e; is maintained:

er = YA €1+ VgQ(se, ari ay), (16)
and the parameters are updated as:
Qey1 =G T -0t €. (17)

This formulation combines short-term and long-term learn-
ing effects while maintaining the smooth generalization and
interpretability of the underlying fuzzy rule base [29], [30].
In the special case of zero-order T-S models, this update
reduces to (21) with eligibility traces computed based solely
on normalized rule activations w;(s:).

D. Fuzzy Q-Learning with Zero-Order T-S Models

This section discusses two specific realizations of fuzzy re-
inforcement learning algorithms used in this work: Fuzzy Q(0)-
learning and Fuzzy Q(\)-learning. Both approaches utilize
zero-order Takagi—Sugeno (T-S) fuzzy inference systems as
function approximators for the action-value function Q(s,a).
These methods can be viewed as constrained cases of the
general update rules discussed in (15) and (17), where each
fuzzy rule has a scalar consequent associated with a given
action.

For each action a € A, a separate set of scalar parameters
¢ € R is maintained. The approximate action-value function
is computed as:

(18)

Sta E wl St (Lv

where w; (s;) denotes the normalized firing strength of the i-th
fuzzy rule as defined in (11).

In the Fuzzy Q(0)-learning variant, the temporal-difference
error 0; is defined as in (14), and the parameters g for the
selected action a; are updated using:

4t =q;" + o wi(se) - O (19)
In the Fuzzy Q(M\)-learning variant, eligibility traces are

maintained for each rule-action pair. The trace for rule 7 and
action ay is updated as:

et =yA-elt +wi(se), (20)
and the parameter update becomes:
@t =gt b et 21

These simplified updates preserve the generalization capa-
bility of fuzzy systems in continuous spaces while reducing
computational cost. In contrast to more complex parametric
models (e.g., (13)), the zero-order structure provides an inter-
pretable and efficient approximation of Q(s,a).

IV. EXPERIMENTS

Four experiments were conducted using the three systems
described in Section III-A. The experiments were divided into
two groups: the first addressed discrete representations of state
variables, while the second focused on fuzzy representations.
For each type of representation of the action-value function
@, the corresponding form of the reinforcement learning
algorithm was applied. In the case of discrete representations,
updates followed equations (4—7), while the fuzzy approxima-
tions were updated according to equations (18-21).

Experiment 1 investigated the impact of varying the num-
ber of discretization bins for the state variables, while keeping
the number of available actions fixed. For the Ball-Beam and
Mountain Car systems, which involve two state variables, the
number of bins was varied independently for each variable
in the range from 2 to 10. For the Cart—Pole system, which
includes four state variables, a simplified binning strategy was
adopted. Specifically, the variables were grouped into two
pairs: (z, ) and (4, §). Within each pair, both variables shared
the same number of bins, while the number of bins was varied
independently between the pairs.

Experiment 2 also used the discrete representation, but
this time both the number of state discretization bins and the
number of actions were varied. In this configuration, all state
variables shared the same number of bins.

Experiment 3 repeated the structure of Experiment 1, but
with a fuzzy representation of the state space. Instead of bins,
the number of fuzzy sets per variable was varied. For Cart—
Pole, the same paired simplification was applied to the fuzzy
sets.

Experiment 4 mirrored the setup of Experiment 2, ex-
tending it to the fuzzy representation, with both the number
of fuzzy sets per variable and the number of actions varied
uniformly across all state variables.

TABLE I
SUMMARY OF EXPERIMENTAL CONFIGURATIONS

System Exp. | Representation | Varied Parameters Discretization Strategy
1 Discrete Bins only v(x), v(¢), c(Actions)
Ball-Beam ) Discr . Acti . w(Actions
and iscrete Bins + Actions v(z , v(Actions)
Mountain Car 3 Fuzzy Fuzzy sets only v(x), v(x), c(Actions)
4 Fuzzy Fuzzy sets + Actions v(z == &), v(Actions)
1 Discrete Bins only v(z ==0), v(i == 9) c(Actions)
Cart_Pole 2 Discrete Bins + Actions v(r ==0== , v(Actions)
3 Fuzzy Fuzzy sets only v(x 6), v , ¢(Actions)
4 Fuzzy Fuzzy sets + Actions | v(z == 0 == & == 0), v(Actions)

All experimental configurations are summarized in Table I.
The columns are defined as follows: System denotes the
control system under study; Exp. indicates the experiment
number (1-4) corresponding to the configurations described in
this section; Representation specifies the type of state space
representation employed, either discrete binning or fuzzy sets;
Varied Parameters identifies which parameters were varied
during the experiment, such as the number of bins, fuzzy
sets, and/or actions; finally, Discretization Strategy details
the grouping and variation scheme of the state variables and
actions, where the notation v(-) means the parameter was
varied, ¢(-) indicates it was held constant, and == signifies
that the grouped variables share identical settings. This concise



notation facilitates the description of different discretization
approaches, particularly for systems with multiple state vari-
ables like the Cart—Pole, where variable grouping simplifies
parameter tuning.

A. Action Space

The action set in Experiments 1 and 3 was fixed and speci-
fied in Section III-A for each control system. In Experiments 2
and 4, where the action set was variable, we adopted a strategy
in which the upper and lower bounds of the action set matched
the minimum and maximum values of the fixed set defined in
Section III-A.

In particular, for the Ball-on-Beam system, where the stan-
dard discrete action set is typically

w-{5 05
we considered action sets of varying cardinality. More for-
mally, let A,, denote a discretized action set containing n

uniformly spaced elements from the interval [—%, %] Then:
T s
A, = =——+k - ——  k=0,1,...,n—-1
{a’“ PR TPy "
(22)
For instance, n = 2 yields a minimal binary action set

Ay = {—%, 7}, while n = 10 results in a finer discretiza-
tion including 10 equidistant control signals within the same
bounds. This approach allowed us to systematically evaluate
the effect of action granularity on learning performance.

B. reinforcement signal

For Ball-on-Beam System failure occurs if the ball falls off
the beam, i.e., when |z| > L/2, where L is the beam length.
The reward signal is then defined as:

p— 07
=1 1

The failure states for the inverted pendulum are defined as
exceeding the workspace boundaries (|z| > 2.4 m) or the
pendulum deviating by more than 12 degrees from the upright
position (|f| > 12°). The reward signal is thus defined as:

g
T =
_]_7

This type of sparse, failure-driven reward structure is com-
monly adopted in classic control benchmarks such as CartPole
and Ball-on-Beam. It penalizes the agent only when a terminal
(failure) condition is reached, encouraging policies that main-
tain system stability for as long as possible without assigning
explicit rewards for intermediate states. Although such a bi-
nary reward formulation simplifies the task design, it increases
the difficulty of credit assignment and exploration, especially
in environments with long horizons or rare failures [1], [25].
This makes it a suitable testbed for evaluating the robustness
and sample efficiency of reinforcement learning algorithms.

[ < L/2,

2| > L/2. 3

if |2 < 2.4 and |6] < 12°,

24
otherwise. 4
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In the case of the Mountain Car problem, the reward signal
was defined as:
{ 17
T =
—1 ,

This sparse reward formulation encourages the agent to
reach the goal position z > 0.5 as quickly as possible,
while penalizing all other states equally. Such a binary re-
ward structure is commonly used in simplified reinforcement
learning benchmarks to evaluate the exploration efficiency of
algorithms [1], [31].

x > 0.5,

. (25)
otherwise.

C. Initial Conditions and Hyperparameters

The actions were selected according to an e-greedy pol-
icy [1]. Each trial consisted of 100,000 iterations of the learn-
ing algorithm. It was assumed that if the controller avoided
terminal states for this duration, the trial was considered
successful [32], [33].

Table II summarizes the hyperparameters used for each
environment and agent type. The values were chosen based
on commonly adopted configurations in the literature [1], [33],
[34] and empirical tuning. Note that the Ball-on-Beam system
is less standardized than the Cart-Pole or Mountain Car tasks,
so parameter selection relied partially on the characteristics of
the physical model and previous control studies [35].

TABLE II
LEARNING PARAMETERS FOR EACH ENVIRONMENT

Environment  Type € ¥ « A
Ball-on-Beam Discrete 10—6 0.9 0.1 0.9
Fuzzy 106 0.995 0.1 0.5
Cart-Pole Discrete 1072 0.995 0.1 05
Fuzzy 10—2 0.995 0.1 0.5
Mountain Car  Discrete 5 1072 095 001 0.6
Fuzzy 5.-1072 095 0.01 0.6

The initial states for each environment are listed below.
These were selected to place the agent in a neutral configura-
tion with minimal bias toward success or failure. They reflect
typical starting conditions used in the literature and ensure
comparability across experiments.

o Ball-on-Beam: x =0, £ =0

o Cart-Pole:sz,;’v:0,0:O,é:O

e Mountain Car: x = —0.5, 2 =0

D. Experiments Results

The results of the conducted experiments are presented in
Figures 5-7. Each row in these figures corresponds to one
of the experiments (Exp. 1-Exp. 4), while the left and right
columns display the outcomes for Q(0)-learning and Q(\)-
learning, respectively. For Exp. 3 and Exp. 4, these represent
Fuzzy Q(0)-learning and Fuzzy Q(\)-learning.

All experiments were performed on three environments:
Ball-Beam, Cart-Pole, and Mountain Car, which differ in
control complexity, reward structure, and sensitivity to delayed
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reinforcement. The experimental configurations are summa-
rized in Table I.

The heatmaps presented in Figures 5-7 show the average
number of episodes required to reach the learning goal under
various discretization settings, enabling comparative analysis
of convergence speed and parameter sensitivity across envi-
ronments and algorithms. The best-performing configuration
in each case, highlighted with a red rectangle in the figures,
was subsequently reported in Table III, along with the corre-
sponding discretization parameters.

In the Ball-on-Beam environment, Fuzzy Q(\)-learning con-
sistently delivered the best results, often converging in fewer
than 2 episodes. For example, in Exp. 3 it achieved an average
of 1.3 episodes, compared to 2.9 for Fuzzy Q(0)-learning and
over 90 for standard Q(0)-learning in Exp. 1. These outcomes
underscore the benefits of using eligibility traces and fuzzy
approximation in low-dimensional environments with smooth
dynamics.

For the Cart-Pole environment, all algorithms ultimately
reached convergence, but the efficiency varied substantially.
Increasing the resolution of the state space (e.g., from 2 to 10
bins) had a more positive effect on Q(\)-learning, indicating
its greater sensitivity to finer state representations. Fuzzy
approaches in Exp. 3 and Exp. 4 again proved more effective,
reaching the goal in under 5 episodes on average. In Exp. 3,
Fuzzy Q()\)-learning achieved 3.9 episodes, whereas in Exp. 1,
standard Q(\)-learning required as many as 27 episodes.

In the Mountain Car environment, convergence typically
required more than 100 episodes for all algorithms, due to
the fact that it is a goal-reaching task and, unlike the other
two tasks, the system starts far from the control target. Addi-
tionally, the agent must learn long-term planning and energy
accumulation from an initial valley state, making the problem
more challenging with respect to temporal credit assignment
and exploration. Nonetheless, Fuzzy Q(\)-learning achieved
slightly better results than other variants—for instance, 114.1
episodes in Exp. 3 compared to 125.9 for Fuzzy Q(0)-learning.
These improvements, while modest, suggest that eligibility
traces and function approximation can provide benefits even
in more challenging environments.

The optimal discretization settings varied across environ-
ments and algorithms. Coarse resolutions (2—4 bins) were gen-
erally sufficient for Cart-Pole and Mountain Car, whereas Ball-
on-Beam benefited from finer discretizations (e.g., 9-10 bins
or fuzzy sets) when used with Q(\)-learning. These findings
emphasize that optimal parameterization is both environment-
and algorithm-dependent, further justifying the systematic
analysis presented in this study.

V. SUMMARY OF EXPERIMENTAL RESULTS

This section consolidates the findings from all four exper-
iments conducted on the three tested environments. Table III
provides a key reference by summarizing the parameter config-
urations—state discretization or fuzzy set counts and number
of actions—that yielded the lowest number of episodes to
reach the learning threshold.

The following conclusions and recommendations can be
drawn:
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o Preferred Configurations: Across all environments,
compact representations—typically 2-4 bins or fuzzy
sets and 2—4 actions—were sufficient and often optimal.
Q(M\)-learning showed particular benefit from slightly
richer fuzzy representations, while Q(0)-learning favored

simpler configurations.

« Configurations to Avoid: High-resolution discretizations
(e.g., 6-10 bins or fuzzy sets) combined with large
action sets tended to degrade performance, especially
in Q(0)-learning. These configurations increased variance
and slowed convergence. Excessively fine representations
did not offer benefits and, in some cases, destabilized

learning.

o Algorithm-specific Sensitivities: Q(\)-learning demon-
strated greater robustness to increased representation
complexity and generally converged faster across most
scenarios. In contrast, Q(0)-learning required well-tuned
compact configurations to achieve reasonable perfor-
mance and was more sensitive to overparameterization.

+ Environment-specific Behavior: For environments with
sparse or delayed rewards (e.g., Mountain Car), Q(\)-
learning offered a notable advantage due to eligibility
traces. In smoother environments such as Ball-on-Beam,
even basic configurations led to fast learning, with Q()\)-
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TABLE III
BEST-PERFORMING CONFIGURATIONS SELECTED BASED ON THE RESULTS HIGHLIGHTED IN RED IN FIGURES 5—-7, ALONG WITH CORRESPONDING
DISCRETIZATION PARAMETERS.

Best Parameter Configuration

System Exp. Algorithm Performance T T 0 6 Actions
1 Q(0)-learning 90.5 + 25.8 5 3 — — 3
1 Q(A)-learning 21+1.1 9 3 — — 3
2 Q(0)-learning 43.2+20.4 3 3 — — 3
Ball-Beam 2 Q(A)-learning 23+1.5 7 7 — — 2
3 Fuzzy Q(0)-learning 29+1.1 10 3 — — 3
3 Fuzzy Q(A)-learning 1.3+ 0.6 9 6 — — 3
4 Fuzzy Q(0)-learning 2.55£0.73 3 — — 2
4 Fuzzy Q(A)-learning 1.59 +0.88 10 10 — — 3
1 Q(0)-learning 42.44+13.8 2 2 2 2 2
1 Q(A)-learning 27.2+6.3 10 2 10 2 2
2 Q(0)-learning 42.44+13.8 2 2 2 2 2
Cart—Pole 2 Q(M)-learning 41.4+24.4 2 2 2 2 2
3 Fuzzy Q(0)-learning 4.5+2.1 2 2 2 2 2
3 Fuzzy Q(A)-learning 39+£1.5 4 2 4 2 2
4 Fuzzy Q(0)-learning 4.54 £ 2.06 2 2 2 2 2
4 Fuzzy Q(A)-learning 4.57+1.35 2 2 2 2 2
1 Q(0)-learning 121.6 £11.4 2 2 — — 3
1 Q(M)-learning 143.5+4.3 3 9 — — 3
2 Q(0)-learning 121.2 £ 8.6 2 2 — — 3
Mountain Car 2 Q(M)-learning 162.0 + 32.6 6 6 — — 2
3 Fuzzy Q(0)-learning 125.9+11.2 4 4 — — 3
3 Fuzzy Q(M)-learning 114.1 £ 3.5 4 4 — — 3
4 Fuzzy Q(0)-learning 116.6 £ 2.9 4 4 — — 2
4 Fuzzy Q(A)-learning 114.1 4+ 3.5 4 4 — — 3
Note: Columns z, &, 6, 6 and Actions indicate discretization or action parameters for which the best results were obtained. — means that the state variable

is not present in the model. Exp. refers to the experiment numbers defined in Table I.

learning and fuzzy approximations further improving
results.

These insights may guide the design of reinforcement
learning agents for similar control tasks, particularly when
interpretability and parameter economy are desired.

VI. DISCUSSION

The empirical findings reinforce the practical value of
combining eligibility traces with fuzzy state approximators.
Fuzzy Q())-learning consistently yielded superior convergence
speed and stability across environments, particularly in the
Ball-on-Beam and Cart-Pole tasks. These results validate prior
theoretical insights [5], [14], [17] and empirical outcomes from
control-oriented fuzzy RL [20], [21].

Importantly, the benefits of fuzzy approximation were most
pronounced when paired with low to moderate granular-
ity of state partitions. This aligns with recent studies on
scalable fuzzy architectures, such as hierarchical [22] and
self-organizing systems [!8], where rule base complexity is
balanced against generalization needs. Our results suggest
that fixed antecedent structures with learned consequents, as
popularized by Takagi—Sugeno fuzzy systems, can effectively

reduce the dimensionality burden without sacrificing learning
quality.

In sparse-reward environments like Mountain Car, all meth-
ods struggled to converge rapidly. While Fuzzy Q(\) main-
tained a relative advantage, the performance gap narrowed.
This supports the notion that temporal credit assignment alone
is insufficient in reward-scarce settings, and further enhance-
ments such as intrinsic motivation or model-based components
may be necessary.

Overall, our findings bridge the gap between foundational
fuzzy RL theory and modern empirical needs by quantifying
the interaction between state—action resolution, algorithmic ex-
tensions, and environment-specific difficulty. Future extensions
should examine how adaptive fuzzy rule tuning, as in [18],
can be combined with exploration-driven heuristics to improve
generalization in high-dimensional RL tasks.

VII. CONCLUSIONS

This study compared the performance of standard Q(0)-
learning and Q(\)-learning across three benchmark control
tasks (Ball-on-Beam, Cart-Pole, and Mountain Car) under
varying state-action space representations, including both dis-
crete and fuzzy encodings. The experiments systematically
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Fig. 6. Performance comparison of Q(0)-learning and Q(\)-learning for the
Cart—Pole system across four experimental conditions.

evaluated multiple configurations of state resolution and ac-
tion granularity, providing a detailed view of how algorithm
performance scales with representation complexity.

The results consistently favored Q(M)-learning, which
demonstrated faster convergence, greater stability, and better
scalability with increased state resolution or fuzzy partitioning.
In particular, the use of eligibility traces helped overcome
delayed reward issues in environments such as Mountain Car.
Additionally, the analysis revealed that overly fine-grained
discretization or excessive fuzzy partitioning often degrades
learning performance, especially for Q(0)-learning.

The empirical findings support the following conclusions:

e Q(N)-learning outperforms Q(0)-learning in both discrete
and fuzzy state representations across all tested environ-
ments.

o Compact state-action configurations (e.g., (2,3), (3,2),
(4,2)) offer a favorable trade-off between representation
richness and convergence speed.

o Excessive discretization or fuzzy granularity may hinder
learning by introducing sparsity or instability in the value
updates.

Future Work

Future research will explore three main directions. First,
replacing discrete or fuzzy encodings with continuous func-
tion approximators such as radial basis functions or neural
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Fig. 7. Performance comparison of Q(0)-learning and Q(\)-learning for the
Mountain Car environment across four experimental conditions.

networks could enhance generalization in high-dimensional
environments. Second, extending the current framework to
policy optimization methods—including actor—critic or policy-
gradient algorithms—may enable more effective learning in
continuous action spaces. Finally, robustness and transferabil-
ity will be examined by assessing the sensitivity of fuzzy
abstractions to noise and non-stationarity, as well as evaluating
whether learned state representations can be reused across
related tasks.

Ultimately, these directions aim to bridge the gap between
interpretable rule-based learning and the flexibility of deep
reinforcement learning, moving toward hybrid systems that are
both efficient and explainable.
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