
INTL JOURNAL OF ELECTRONICS AND TELECOMMUNICATIONS, 2026, VOL. 72,  NO. 1, PP. 1-10 

Manuscript received February 10, 2025; revised January, 2026.                       doi: 10.24425/ijet.2026.157876 

 

 

© The Author(s). This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY 4.0, 

https://creativecommons.org/licenses/by/4.0/), which permits use, distribution, and reproduction in any medium, provided that the Article is properly cited. 

  

Abstract—The article considers methods and approaches to 

assessing the effectiveness of information security systems in 

distributed information systems, in particular, a mathematical 

model for determining the current effectiveness of such systems is 

derived. The model is based on the calculation of protection 

potentials, the level of equipment of system elements with security 

features, and the efficiency of management processes. The article 

decomposes the main types of threats - theft, copying, disclosure, 

blocking, modification and destruction of information. To 

determine the probability of attacks, Bayesian inference and 

hierarchical analysis (MHA) methods are used to obtain 

quantitative risk indicators for each category of threat. A new 

approach to assessing the level of losses arising from the amount of 

resources required to localize the consequences of attacks is 

developed. A methodology for modelling the impact of threats 

using a matrix of pairwise comparisons is proposed, which allows 

optimising the cost of security measures without increasing the 

overall cost by replacing expensive methods with alternative more 

efficient approaches. Particular attention is paid to insider threats, 

which both attack models and analysis of real incidents confirm. 

The practical application of the proposed models allows one to 

increase the efficiency of protection, reduce the cost of system 

maintenance and ensure its flexibility in responding to constantly 

changing cyber threats. 

Keywords—information systems; security effectiveness; 

information protection; cyber threats; mathematical modelling; 

threat decomposition; hierarchical analysis; pairwise comparison 

matrix; adaptive tuning 

I. INTRODUCTION 

ISTRIBUTED information systems that support business 

processes are increasingly vulnerable to sophisticated 

threats due to the transition from centralised to distributed 

architectures, which requires an assessment of the security of all 

elements to maintain the confidentiality, integrity and 

availability of data [1]. It is essential to analyse the effectiveness 

of security measures for key information infrastructure systems 

(KIIS) and critical information systems (CIS), whose stable 

functioning ensures vital sectors such as energy, transport, 

finance and healthcare [2]. Disruption of these systems can have 

catastrophic consequences at the local and global levels. 

Incorrect security settings can lead to security breaches or 

restrictions on access for legitimate users, which can cause 

financial losses due to system failures or over-regulation. The 
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development of information security methods is an integral part 

of adapting to new threats and increasing the resilience of 

critical systems to cyber threats. Adaptive configuration of the 

security subsystem should consider the specifics of the subject 

area, organizational structure and security policy, as 

mismatching these parameters may cause problems with system 

availability or security. In case of insufficient attention to 

security, vectors for attacks can open up, which not only puts 

data at risk but also causes financial losses due to disruptions in 

operations. Therefore, the effectiveness of protection is 

determined by the ability of systems to detect unauthorized 

actions, adapt to new threats in real-time, and minimize risks, 

especially in special information systems (SIS), where 

protection against data modification or destruction is critical [3]. 

For this purpose, individual threat models and active monitoring 

methods are used to ensure adequate security in distributed 

environments [4, 6]. 

The use of artificial intelligence and machine learning allows 

for rapid response to threats, the creation of predictive models, 

and the detection of anomalies, adapting to changes. In addition, 

the introduction of cyber-physical tools for monitoring 

components that interact with physical objects, such as 

industrial systems, energy grids, or smart cities, helps to 

minimise the risks of large-scale threats to enterprise security. 

II. LITERATURE REVIEW 

An analysis of the current state of information security 

systems (ISS) reveals serious limitations of existing scientific 

developments that make it difficult to use them effectively in a 

dynamically changing cyber environment. The main problems 

are insufficient consideration of modern trends, such as cloud 

computing and IoT systems, as well as poor formalisation of the 

methods underlying the development of information security 

systems, which makes these systems overly complex and costly 

for specific threats. The lack of dynamic access control 

algorithms that take into account user behaviour and the level of 

threats in real time is another significant problem, especially in 

the context of adaptive attacks on contextual vulnerabilities of 

distributed systems. 

Research in the field of information security systems is being 

actively conducted by scientists [4], who integrate methods for 
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assessing the effectiveness of information security systems with 

the latest technologies such as artificial intelligence and 

machine learning [10-15], as well as [5], who develop risk 

assessment methods for distributed and hybrid systems. Authors 

[23] investigate risk modelling in distributed environments to 

assess the effectiveness of information security systems, and 

work [20] study adaptive methods for determining protection 

parameters in the face of changing threat models, focusing on 

adjusting access and protection levels in real time. Authors [1] 

analyse contextual vulnerabilities in distributed systems, 

proposing integrating machine learning algorithms for adaptive 

access control. In work [16] study the assessment of the 

effectiveness of information security systems in cloud 

computing and IoT systems, contributing to the development of 

models for adapting to changing threats [3, 22], and [14] 

improve assessment methods by integrating Zero Trust 

Architecture (ZTA) for continuous verification of system 

elements. 

III. AIMS AND OBJECTIVES OF THE STUDY 

This study aims to develop advanced methods for evaluating 

and optimizing the effectiveness of information security in 

modern distributed environments, focusing on precise risk 

assessment, threat minimization, and resource allocation. 

Classical approaches are integrated with machine learning, big 

data analytics, and AI, while novel metrics such as EROI (Return 

on Investment in Security) and EROA (Return on Attack) 

measure cost-effectiveness and vulnerability. Threat and 

resource decomposition methods prioritize critical system 

elements, and Bayesian analysis, risk modelling, and 

hierarchical analysis enable more accurate attack prediction. By 

embedding adaptive security frameworks into business 

processes and balancing confidentiality, integrity, and 

availability, the proposed models provide flexible, cost-

effective protection for uninterrupted and resilient digital 

operations. 

IV. METHODS AND MODELS 

In the digital era, information security research is based on a 

systematic approach that includes integrated data protection 

methods, such as analysing information flows to model their 

behaviour and select effective security tools, as well as applying 

probability theory to predict attacks and risks affecting business 

processes [6, 11]. Methods of discrete mathematics and formal 

logic help to develop access control algorithms and evaluate the 

effectiveness of protection, and mathematical modelling is used 

to evaluate attack scenarios during design. Optimisation of the 

choice of security tools is carried out using decision theory and 

multi-criteria optimisation [7, 9-13]. 

The use of cryptography, intrusion detection and attack 

blocking systems provides a high level of security, 

complemented by ISO/IEC 27001 standards [6-8]. Formal 

assessment methods combined with expert approaches take into 

account the specifics of particular systems, and the integration 

of artificial intelligence and machine learning improves data 

analysis, the creation of predictive models, and dynamic 

protection settings depending on threats [20-23, 25]. An 

interdisciplinary approach that combines cybersecurity, 

economics, and management allows for the creation of adaptive 

protection systems, minimising their negative impact on the 

productivity of business processes [18, 19]. 

V. COMPUTATIONAL EXPERIMENT 

An analysis of the current state of the theory and practice of 

applying protection mechanisms has revealed the need to create 

new methodological approaches to assessing the effectiveness 

of information security systems. This includes analysing the 

goals and possible attacks by an intruder, as well as developing 

new approaches to modelling threats and selecting appropriate 

protective measures. The increased complexity and diversity of 

threats faced by modern specialised information systems require 

the use of the latest methods for assessing the level of security 

based on big data, machine learning and artificial intelligence 

algorithms [2]. 

The relevance of developing methods for assessing the 

effectiveness of information security systems (ISS) for security 

management in distributed Specialised Information Systems is 

due to the development of technologies and the complexity of 

cyber threats, which require improved approaches to ensuring 

an adequate level of protection in the face of constant changes 

in threats. The analysis revealed the need for new 

methodological approaches to assessing the effectiveness of 

information security systems, including threat modelling, 

selection of protective measures and analysis of attacks using 

big data, machine learning and artificial intelligence. 

Evaluation of approaches to building secure specialised 

information systems allows to identify interconnections 

between methods of risk analysis, damage assessment and 

selection of protective measures, which is the basis for the 

development of adaptive and cost-effective information security 

systems capable of responding to new threats in real time. 

Methodological approaches should take into account threat 

forecasting using modern technologies for data analysis, as well 

as ensure the adaptability of protection systems that change 

parameters depending on the level of threat. The development 

of multidimensional risk assessment models should integrate the 

probability of a threat and its impact on the strategic goals of an 

enterprise, ensuring effective interaction between information 

security systems and business processes [2-5, 15] (Fig. 1). 

Consideration of various scenarios of unauthorised access 

threats (UATs) allows one to consider all possible technological 

barriers and ways to overcome them. In particular, it is 

important to use models that simulate attacks in real time, which 

allows one to identify the exact weaknesses in the information 

security systems. The process of analysing such scenarios can 

be represented as an attack implementation graph, where each 

node represents a separate stage of the attack, and each link 

between them shows the sequence and dependence of the 

intruder's actions. 

Modern approaches to modelling attacks and protecting 

information systems include machine learning methods for 

analysing big data and predicting potential threats. The use of 

such technologies makes it possible not only to determine the 

likelihood of attacks but also to adapt the information security 

systems to new conditions, including taking into account rapidly 

changing factors, such as improved attack methods by intruders, 

as well as changes in the technical and organisational conditions 

of the enterprise.
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Fig. 1. Scheme of information security system formation 

The development of methods for assessing the effectiveness 

of information security systems for Specialised Information 

Systems requires innovative approaches that take into account 

technological, economic and organisational aspects in the 

context of cyber threats [1]. The existing classification focuses 

on data confidentiality, but for some Specialised Information 

Systems, unauthorised actions such as blocking or denial of 

service are more critical. Traditional methods do not always 

meet the goals of the system, limiting their effectiveness. 

Another drawback is the mismatch between threats and 

regulatory requirements, as well as the subjectivity of 

assessment methods. For the ISS to work effectively, it is 

necessary to use risk assessment models, integrating modern 

methods such as machine learning and big data analysis to 

improve protection efficiency and predict risks. Threat 

modelling and evaluation of protection mechanisms are the 

basis of effective information security systems, and machine 

learning allows systems to adapt to new attacks [2-5, 7-8]. 

A fragment of the attack graph annotated with 

countermeasures and performance indicators is an important 

tool for modelling and analysing the security of information 

systems [9] (Fig. 2). 

 

 
Fig. 2. Fragment of the attack graph annotated with countermeasures and performance indicators 

In this context, EROI (Return on Investment in Security) 

reflects the effectiveness of the costs of implementing 

countermeasures aimed at ensuring information security. This 

indicator takes into account the costs of implementing security 

measures and compares them with the results achieved, in 

particular, reducing the likelihood of a successful attack or 

minimising potential losses. At the same time, EROA (Return on 

Attack) reflects the effectiveness of the attacker's actions, 

including the costs of overcoming the system's defence 

mechanisms and the benefits gained from a successful attack, 

and helps to assess the attractiveness of the information system 

to the attacker in terms of costs and potential benefits. The attack 

graph annotation allows one to visually show the relationship 

between the stages of an attack, the probability of its 

implementation, and the effectiveness of countermeasures. Each 

vertex of the graph represents a stage of the attack, and the edges 

represent possible ways to achieve the goal. For each stage, the 

available countermeasures, their cost and impact on EROI, as 

well as the complexity and potential gain for the attacker, which 

determines the EROA value, are indicated. This approach makes 

it possible to assess the effectiveness of security measures and 

optimise resources to improve cybersecurity [1-2]. 

The EROI calculation allows you to make informed decisions 

about the feasibility of specific security expenditures and assess 

the cost-effectiveness of implemented solutions. For example, 

if reducing the likelihood of an attack avoids significant losses 

and the cost of countermeasures is acceptable, the system is 

considered effective. 

EROA, in turn, assesses the economic attractiveness of an 

attack for attackers. This indicator takes into account the costs 

of organising an attack, including overcoming security 

mechanisms, and the expected benefits of a successful attack, 

such as access to critical information or the possibility of its 

further monetisation. The use of EROA helps to identify 

weaknesses in the system that may encourage attackers. The 
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lower this indicator, the less profitable it is for an attacker to 

attack a particular information system [3-4]. 

Taken together, these indicators strike a balance between an 

enterprise's security costs and the risks posed by an information 

system in the context of attacks. For example, a high EROI and 

low EROA indicate the effectiveness of security measures and a 

low probability of attacks, while a low EROI and high EROA may 

indicate deficiencies in the security strategy that should be 

addressed immediately. Thus, the integration of EROI and EROA 

into information security management processes allows creating 

adaptive, cost-effective protection systems that meet modern 

challenges and ensure the stability of distributed information 

systems [5-6]. 

The research has led to the conclusion that a numerical 

assessment of objective indicators of security and the likelihood 

of threats can be obtained by applying a combined method, 

when the issues under study are analyzed comprehensively. 

Since a specialized information system is created to solve 

specific problems, it is obvious that its potential capabilities 

must meet the requirements of the scope of the tasks. Therefore, 

in specific situations, assessment algorithms may differ 

significantly, which leads to the fact that the application of 

known methods directly depends on the input data and, for an 

objective assessment, requires taking into account the entire set 

of possible ways to overcome obstacles, which should be 

specified either explicitly as a listed set or as a set of rules that 

allow the method of influence to be attributed to the set of 

realized threats. The composition of these sets is determined by 

experts and needs to be formalized, since a direct search and 

obtaining the full working space of possible ways to overcome 

obstacles and foreseeable events lead to the intractability of this 

set, and its simplification may lead to a loss of adequacy. Thus, 

the problem of computability is related to the fact that it is 

impossible to list the entire set of required indicators and assess 

their adequacy within a reasonable decision-making time. 

In this regard, with an increase in the number of estimates, the 

real probability distribution of possible alternatives is often 

replaced by some a priori distribution obtained through analysis 

and expert estimates, which are replete with a large number of 

‘taste’ preferences and, therefore, are subjective [14, 18-20, 24-

28]. Also, the existing models do not allow for an adequate and 

complete description of the information processes occurring in 

distributed computing networks, as a detailed development of 

aspects of network behavior at different levels of operation is 

required. In addition, there is no single model that 

comprehensively covers the three main areas of security—

confidentiality, integrity, or availability—each of which is 

intended for use in a particular aspect of protection. 

At the same time, the simultaneous application of different 

models often leads to conflicting requirements, such as the Biba 

and Bell–LaPadula models. The Biba model focuses on 

ensuring data integrity by establishing rules that prevent the 

level of trust in information from decreasing during its 

processing. The Bell–LaPadula model, on the other hand, aims 

to ensure confidentiality by preventing unauthorized access to 

information and its leakage [11-19, 22-23]. These approaches 

have different goals and emphasis, which can lead to conflict in 

systems where it is necessary to ensure a high level of both 

integrity and confidentiality at the same time. For example, the 

Biba model’s requirement to prohibit writing information at a 

lower level of trust contradicts the principle of ‘unreadability 

from above’ in the Bell–LaPadula model, which aims to restrict 

access to information at higher levels of secrecy. 

Such contradictions require the development of flexible 

approaches or compromise solutions that balance these 

requirements. This may include developing specialised access 

policies, integrating new security models, or using additional 

mechanisms to resolve conflicts between models [7-13]. 

The above problems are proposed to be solved by 

approximating the set of possible solutions by a certain subset 

that is solvable and then further evaluating the effectiveness 

with respect to this subset. This approach significantly reduces 

the requirements for the preliminary analysis of ways to 

overcome obstacles that are adequate for a particular system 

and, as a result, allows for achieving sufficiency criteria for 

modelling threats and assessing their impact [3, 24]. Modern 

security methods combine classical approaches with new 

technologies to reduce risks and improve response to threats. 

Risk assessment and threat forecasting models are key to 

reliable protection. The numerical assessment is based on a 

combined method that takes into account the tasks of the 

Specialized Information System. A priori distributions based on 

expert opinions can be subjective, and existing models do not 

always correctly describe processes in networks. To solve these 

problems, flexible solutions with sufficiency criteria for threat 

modelling are needed. The use of machine learning and big data 

analytics improves the accuracy of threat assessment. 

Assessment through probabilistic calculations contradicts the 

ISO/IEC 27001 standards [3-5, 16-18], while threat modelling 

allows for the creation of ISO/IEC 27002-compliant security 

systems, taking into account dynamic aspects for more accurate 

threat prediction [9, 12] (Fig. 3). 

This makes it possible to present the security policy of a 

specialised information system formally, using security models, 

without a detailed consideration of their implementation, which, 

unlike the informal approach, eliminates the need to operate 

with complex objects for further analysis. 

In the previously considered models, the dependence of the 

event hazard factor (𝐾𝑔𝑖) on the damage (𝑔𝑖) caused by the 

destructive effect of the event (𝐸𝑑𝑖) was accepted. At the same 

time, the criterion for the level of confidentiality (secrecy) is 

also the damage (G) arising from the disclosure of information 

that exceeds the permissible value. Since in the event of a 

destructive event, the damage occurs regardless of the costs 

invested in the information security system (ISS), it can be 

assumed that 𝐾𝑔𝑖 will always be constant and equal to 1, i.e. gi 

in all cases is a constant value that depends only on the value of 

𝐸𝑑𝑖 - 1 or 0. This is logical, since at the time of creation of the 

ISS, the main task is to neutralise or significantly complicate the 

implementation of the destructive action, the value of gi of 

which determined the need for protection measures [21-23]. 

The concept of efficiency is directly related to the 

effectiveness of the system, which is expressed in the ratio of 

useful end results of its functioning to the resources expended. 

Thus, efficiency acts as an integral indicator at different levels, 

determining the final characteristic of the system functioning, 

and, in particular, the efficiency of an information system (IS) 

indicates the ratio of the characteristics of the effectiveness of 

its functioning to the costs necessary to achieve these results 

[13-17, 24]. 
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Fig. 3. The ‘design’ of protection, which determines the relationship between the scheme of threats and methods of their neutralisation 

When creating an ISS, the main task is to neutralise or 

complicate destructive actions, which determines the need for 

protection. Protection measures lose their meaning when their 

costs approach the cost of damage from a security breach or 

when information is no longer secret but still protected, while 

ignoring the importance of other security aspects, such as 

integrity or availability [1-4, 11]. Efficiency depends on the 

effectiveness of the system, which is determined by the ratio of 

useful results to the resources spent, and the effectiveness of the 

IS is determined by the ratio of the effectiveness of its 

functioning to the costs of achieving these results. From the 

above, it can be concluded that when 𝐸𝑑𝑖 occurs, the resources 

spent on building information security systems (𝐶𝑧(𝑥)), are also 

taken into account as damage (𝐺), since the ISS has not fulfilled 

its functions. In this case, the main coefficient of ISS efficiency 

is the indicator of its approximation to the marginal cost of ISS 

(𝑀𝐶𝑧) [6, 14, 18]. 

Modern methods of assessing the effectiveness of information 

security systems also include the use of advanced approaches 

such as big data analysis and machine learning, which allows 

for a more accurate assessment of the effectiveness of protection 

in the face of constantly changing cyber threats [4, 20, 24-25]. 

 

𝐾𝑒𝑧 =
𝐶𝑧(𝑥)

𝑀𝐶𝑧
,           (1) 

 

𝑀𝐶𝑧 = 𝐶𝑧(𝑥) + 𝑅,        (2) 

 

𝑅 = 𝑃𝑠(𝐸𝑑𝑖) × 𝐾𝑔,        (3) 

Where 𝑅 is the risk of damage remaining after the 

implementation of ISS measures, 𝑃𝑠(𝐸𝑑𝑖) is the probability of 

destructive events, and 𝐾𝑔 = 1. 

Because in specialised information systems (SIS), in addition 

to the threats posed by intruders, we deal with private 

characteristics, the improvement of which cannot be achieved 

without deterioration of other partial criteria (e.g. reliability and 

cost, security and performance), the criterion of effectiveness of 

such systems is the achievement of a state called ‘Pareto 

Optimality’ or Nash equilibrium [6, 14]. 

Any efficiency criterion can be considered an indicator, but 

not every indicator should be considered an efficiency criterion. 

Different indicators characterise the system in different ways. 

Obviously, the indicators that express the objective function 

and, therefore, influence decision-making should be chosen as 

performance criteria. In particular, the 𝑀𝐶𝑧 value is mainly 

typical for calculating the 𝐸𝑒𝑐 (efficiency of effective control) 

indicators - the effectiveness of the protection system, which is 

an important aspect when assessing the costs of building an 

information security system and its effectiveness in the face of 

constant cyber threats and changing security requirements. 

Modern approaches to assessing the effectiveness of ISS include 

not only traditional economic and technical indicators but also 

the integration of intelligent technologies to predict potential 

threats and optimize resources [16-19, 21-22, 25]. 

For systems that are not related to profit, but to the risks of 

their operation, efficiency directly depends on the damage-cost 

indicator 𝐸𝑢𝑐 (effectiveness of unauthorised control) - the 

effectiveness of the intruder's actions in influencing the system. 

That is, if we cannot reduce our own damage (𝐺) with the help 
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of ISS, then we can increase the intruder's costs and risks of a 

destructive event (𝐸𝑑𝑖). In other words, the most effective 

system will be the one in which the lowest costs for its 

protection require the highest costs for its attack [9-10, 23-26]. 

To evaluate this definition, the Lanchester Model (or 

CONCOM from Conventional Combat) was chosen, which 

describes the interaction of resources of the protected system 

and the attacker. The basic equation of the model is as follows 

[7]: 

 

𝑏𝑦2 − 𝑐𝑥2 = 𝐾,         (4) 

 

Where 𝐾 = 2𝐶 - integration constant; 𝑥 - resources of the 

protected system; 𝑦 - resources of the intruder; 𝑏 - efficiency of 

resource use by the intruder; 𝑐 - efficiency of resource use by 

the protected system; 𝑏, 𝑐 > 0 - proportionality coefficients of 

the introduced condition; 𝑥 and 𝑦 describe the state of efficiency 

of the protection system (𝐸𝑒𝑐) and efficiency of the intruder's 

actions (𝐸𝑢𝑐) at the initial time 𝑡. The constant 𝐾 depends on 

the ratio of the initial resources of the protected system and the 

intruder. At the initial time 𝑡0 [13]:  

 

𝑥 = 𝑥0, 𝑦 = 𝑦0,        (5) 

 

 

The integration constant is defined as: 

 

𝐾 = 𝑏𝑦0
2 − 𝑐𝑥0

2,       (6) 

 

The model allows you to assess the effectiveness of system 

protection and predict the state of confrontation based on the 

ratio of resources: if 𝑏𝑦0
2 > 𝑐𝑥0

2, the advantage is on the side 

of the intruder; if 𝑏𝑦0
2 < 𝑐𝑥0

2, the advantage is on the side of 

the protected system. This equation can also be used to estimate 

the resources required to achieve a certain level of protection 

𝐸𝑒𝑐, or to model possible attack scenarios and system 

responses. 

The assumption is made that the defence and attack potentials 

are proportional according to a certain law 𝐶𝑥 = 𝑏𝑦 and 𝐶𝑦 =
𝑐𝑥; while 𝑏𝑦 and 𝑐𝑥 can also be interpreted as loss rates that 

depend on the number and intensity of attacks, as well as on the 

vulnerabilities of the ISS, respectively, 𝑏 and 𝑐 are loss and 

damage coefficients. 

Then, when 𝐾 = 0, the efficiency of using the resources of 

both parties is proportional, since they are reduced and depleted 

at the same time (final state (0,0)); when 𝐾 > 0, the resources 

of 𝑥 are depleted first, i.e. 𝑦 has an advantage, and when 𝐾 < 0, 

the resources of y are depleted first, i.e. party x uses its resources 

more efficiently. 

Performance criteria should be related to the objectives of the 

information system, depend on controllable factors and be easy 

to interpret. A multiple criterion can be replaced by a single 

criterion if it is the main one to maximise or minimise, for 

example, increasing the probability of protection and reducing 

costs. Modern assessment methods integrate machine learning 

and forecasting, which allows for more accurate risk prediction 

and adaptation of protection to new threats, reducing the 

likelihood of false positives. However, this can upset the 

balance of protection, for example, ignoring outdated 

vulnerabilities can reduce system availability due to false alerts 

that increase resource consumption and reduce responsiveness. 

Therefore, criteria should take into account optimality, 

suitability and adaptability, and assessment methods should 

include physical modelling, expert judgement and combined 

approaches to evaluate effectiveness in the face of change and 

emerging threats. Using the above methods and the current 

stability of individual elements of the ISS - 𝑆𝑦
𝑖 (𝑡), a formula was 

obtained to calculate the current effectiveness of the information 

system [14, 19-20]. 

 

𝐾𝑒(𝑡) =
∑ ∏𝑛𝑖∙𝑆𝑦

𝑖 (𝑡)∙𝐾𝑦
𝑖 (𝑡)

𝑗
𝑖

∑ ∏𝑛𝑖∙𝑆𝑦
𝑖 (𝑡)

𝑗
𝑖

,      (7) 

 

where ∏𝑛𝑖 are the total potentials of individual elements, 

calculated by means of computational tasks of determining the 

efficiency-threat ratio; 𝑆𝑦
𝑖 (𝑡) can be interpreted as the current 

degree of equipment of these elements with protection 

mechanisms (𝑀𝑧), which determines their stability; 𝐾𝑦
𝑖(𝑡) is the 

current efficiency of management of the elements of the 

information system (IS). 

The main criteria for threats were chosen to be their 

decomposition, which leads them to the following form: 𝑋 - 

theft; 𝐾 - copying (including loss of unregistered media, 

removal by means of TCP intelligence equipment); 𝑃 - 

disclosure (familiarisation, reading or viewing by an 

unauthorised person); 𝐵 - blocking; 𝑀 - modification; 𝑌 - 

destruction [10, 13]. To analyse the level of danger, threats can 

be represented as a set of weighting factors 𝜔𝑖, where each 

factor corresponds to one of the criteria 𝑋, 𝐾, 𝑃, 𝐵,𝑀, 𝑌. Taking 

into account the impact of each threat, the level of danger can 

be calculated by the formula: 

 

𝐿 = 𝜔𝑋 ∙ 𝑋 + 𝜔𝐾 ∙ 𝐾 + 𝜔𝑃 ∙ 𝑃 + 𝜔𝐵 ∙ 𝐵 + 𝜔𝑀 ∙ 𝑀 + 𝜔𝑌 ∙ 𝑌, (8) 

 

Where 𝐿 is the level of danger, 𝜔𝑋, 𝜔𝐾 , 𝜔𝑃 , 𝜔𝐵 , 𝜔𝑀 , 𝜔𝑌 are 

weighting factors determined on the basis of a matrix of 

pairwise comparisons; 𝑋, 𝐾, 𝑃, 𝐵,𝑀, 𝑌 are estimates of the 

significance of the respective threats [7, 12, 22]. This model 

allows taking into account all possible options for attackers' 

actions and designing optimal protection measures based on the 

most critical threats. 

To determine the likelihood of an attacker using various 

means of influencing the information system, the following 

model of influence was adopted, which is implemented through 

the management system and is aimed at optimising and 

coordinating management processes, thereby ensuring an 

effective response to potential threats (Fig. 4). 
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Fig. 4. The model of influence implemented through the management system 

The model takes into account technical, organisational and 

strategic factors that reduce the likelihood of a successful attack 

and increase the level of system security. Threat assessment in 

modern security methods should cover all attack options and 

methods of neutralising them, including the latest information 

gathering and penetration technologies, such as social 

engineering and advanced technical hacking tools, which 

require continuous improvement of protection. The 

effectiveness of security measures is assessed not only by their 

ability to neutralise threats, but also by their adaptability to new 

attacks caused by the evolution of cyber threats, as 

cybercriminals are constantly improving their methods, creating 

new attack vectors for which traditional security measures may 

not be ready [3, 18, 25-26]. In this case, the probability of a 

threat 𝑃(𝐴) can be represented as a complete group of events 

𝐻1,𝐻2, . . . , 𝐻𝑛, which are hypotheses that the attack is carried 

out using the 𝑛-th vulnerability. All events are pairwise 

incompatible: 

 

𝐻𝑖 ⋂𝐻𝑗 = ∅; 𝑗 = 1,2, … , 𝑛; 𝑖 ≠ 𝑗,      (9) 

 

The combination of events forms the space of elementary 

outcomes Ω: 

 

Ω = 𝐻1 ⋃𝐻2 …⋃ 𝐻𝑛,       (10) 

 

Thus, 𝐻1,𝐻2, . . . , 𝐻𝑛 form a complete group of events 

(hypotheses) [4]. Thus, if the event 𝐴 means that the information 

system has been successfully attacked (𝐴 ⊂ 𝛺), the following 

formula is applied: 

 

𝑃(𝐴) = 𝑃 (
𝐴

𝐻1
)𝑃(𝐻1) + 𝑃 (

𝐴

𝐻2
) + ⋯+ 𝑃 (

𝐴

𝐻𝑛
)𝑃(𝐻𝑛), (11) 

 

According to the Bayesian formula (for calculating hypothesis 

probabilities), the probability that an information system will be 

attacked using the 𝑖-th vulnerability is defined as follows: 

 

(
𝐻𝑛

𝐴
) =

𝑃(
𝐴

𝐻𝑛
)𝑃(𝐻𝑛)

𝑃(𝐴)
; 𝑛 = 1, 𝑖      (12) 

 

To obtain a quantitative assessment of the ‘Hazard Level’, the 

hierarchy analysis method (MHA) was used with the use of a 

matrix of pairwise comparisons, which is compiled in 

accordance with the linguistic rating scale of Thomas Saaty 

[11]. The following algorithm is used to obtain a quantitative 

assessment of the ‘Hazard Level’ using the hierarchy analysis 

method (MHA), and the following scale is used for the elements 

of the matrix: 

 

𝐴 =

[
 
 
 
 
1 𝑎12 ⋯ 𝑎1𝑛
1

𝑎12
1 ⋯ 𝑎2𝑛

⋮ ⋮ ⋱ ⋮
1

𝑎1𝑛

1

𝑎2𝑛
⋯ 1 ]

 
 
 
 

,     (13) 

 

Where 𝐴 is an 𝑛 × 𝑛 matrix of dimensionality, n is the number 

of criteria, filled in according to the Thomas Saaty linguistic 

rating scale, 𝑎𝑖𝑗  is the assessment of the importance of criterion 

𝑖 relative to criterion 𝑗, determined on the basis of expert data. 

Normalised weighting coefficients 𝜔𝑖 for each criterion are 

calculated using the formula [11, 18]: 

 

𝜔𝑖 =
∑ 𝑎𝑖𝑗

𝑛
𝑗=1

∑ ∑ 𝑎𝑖𝑗
𝑛
𝑗=1

𝑛
𝑖=1

,        (14) 

 

Where 𝑖 = 1,2, . . . , 𝑛. The consistency index (CI) is calculated 

by the formula: 

𝐶𝐼 =
𝜆𝑚𝑎𝑥−𝑛

𝑛−1
,         (15) 

 

Where 𝜆𝑚𝑎𝑥  is the largest eigenvalue of the matrix 𝐴, 

calculated as: 

 

𝜆𝑚𝑎𝑥 =
∑ (∑ 𝑎𝑖𝑗

𝑛
𝑗=1 ∙𝜔𝑗)

𝑛
𝑖=1

𝑛
,     (16) 

 

The consistency index is compared to the random index (RI), 

the value of which is given by the Thomas Saaty tables. The 
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ratio of the consistency index is called the consistency ratio 

(CR) and is calculated as follows: 

 

𝐶𝑅 =
𝐶𝐼

𝑅𝐼
,         (17) 

 

If 𝐶𝑅 ≤ 0.1, the matrix is considered consistent. Accordingly, 

for each criterion, its contribution to the overall hazard level is 

calculated using the formula: 

 

𝐿 = ∑ 𝜔𝑖 ∙ 𝜗𝑖
𝑛
𝑖=1 ,        (18) 

 

Where 𝜗𝑖 is the value of the 𝑖-th criterion. This methodology 

allows to obtain an objective quantitative assessment of the 

‘Hazard Level’, taking into account the weight of the criteria 

and the significance of their estimates. 

Let the amount of effort required to localise threats be 

described by the function [18, 22]: 

 

𝐺 = 𝑓 (𝑅) ∙ 𝑡,        (19) 

 

Where 𝐺 is the total amount of effort to localise threats 

(integral assessment); 𝑓(𝑅) is a function that depends on the 

totality of resources, 𝑅 is material, financial, production, 

intellectual, labour resources; 𝑡 is the time required to mobilise 

and use resources. The resource function 𝑓(𝑅) takes into 

account the contribution of each type of resource to the 

localisation of threats. It can be detailed as a linear or nonlinear 

combination of weights for each type of resource: 

 

𝑓(𝑅) = 𝑎1𝑅𝑚 + 𝑎2𝑅𝑓 + 𝑎3𝑅𝑝 + 𝑎4𝑅𝑖 + 𝑎5𝑅𝑡 ,    (20) 

 

Where 𝑅𝑚, 𝑅𝑓 , 𝑅𝑝, 𝑅𝑖 , 𝑅𝑡 are material, financial, production, 

intellectual and labour resources, respectively; 𝑎1, 𝑎2, 𝑎3, 𝑎4, 𝑎5 

are weighting coefficients characterising the contribution of 

each type of resource. The time component reflects the 

efficiency of resource mobilisation. The dependence of 𝐺 on 𝑡 

is directly proportional, as localisation efforts increase with the 

delay in resource mobilisation. 

In the case of approximate estimates, the function 𝑓(𝑅) can be 

represented as an aggregate sum [22, 25-26]: 

 

𝑓(𝑅) ≈ 𝑘 ∙ ∑ 𝑅𝑖 ,
5
𝑖=1        (21) 

 

Where 𝑘 is an integral proportionality coefficient that takes 

into account the quality of resource management. Then the total 

amount of effort to localise threats is defined as: 

 

𝐺 = 𝑘 ∙ (∑ 𝑅𝑖) ∙ 𝑡,5
𝑖=1       (22) 

 

The model can be used to predict the time and resources 

required to localise specific threats, identify the most resource-

intensive stages of protection, and optimise the allocation of 

limited resources. This helps to increase the efficiency of risk 

management and reduce the costs associated with information 

security. 

The level of losses associated with threats in an information 

system can be assessed by measuring the costs required to 

localise them. For this purpose, the 𝐾𝑖 factors corresponding to 

the main types of threats are used [11, 18, 22-23]: 

 

𝐾𝑖(𝑖 =< 𝑋,𝐾, 𝑃, 𝐵,𝑀, 𝑌 >)     (23) 

 

Where 𝑖 is the type of threat. The 𝐾𝑖 factors are calculated by 

the formula: 

 

𝐾𝑖 =
𝑇

𝐾×𝑇𝛴
,        (24) 

 

Where 𝑇 is the time spent on localising a specific type of threat 

i; 𝐾 is the number of successful impacts of threat i; 𝑇𝛴 is the total 

time spent on localising all threats in the information system. 

The 𝐾𝑖 factors allow us to assess the effectiveness of localising 

a particular type of threat, the priority of allocating resources to 

protect against certain threats, and the level of damage that can 

be associated with each type of threat. Based on these indicators, 

recommendations can be made to optimise information security, 

including reallocating resources to reduce the time required to 

localise critical threats and identifying vulnerabilities that 

contribute to their successful impact. In this context, the value 

𝑇𝛴 represents the level of damage assessed through the time 

spent on localising the consequences of an attack on an 

information system. Then the elements of the matrix of pairwise 

comparisons will be determined by the value of the ratio: 

 

𝑎𝑖𝑗 =
𝐾𝑖

𝐾𝑗
;  𝑖 =< 𝑋,𝐾, 𝑃, 𝐵,𝑀, 𝑌 >, 𝑗 =< 𝑋,𝐾, 𝑃, 𝐵,𝑀, 𝑌 >, (25) 

 

Using Bayesian inference, we obtained a probability 

distribution for the purposes of influencing a specialised 

information system, which allows us to assess the probability of 

various threats and select the best measures to neutralise them. 

The basis of the calculations is Bayes' theorem, which 

determines the probability of a threat being realised under the 

existing conditions of observation. The formula for calculating 

the probability is as follows: 

 

𝑃( 𝑇ℎ𝑟𝑒𝑎𝑡 ∣ 𝑂𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛 ) =
𝑃(𝑂𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛∣𝑇ℎ𝑟𝑒𝑎𝑡)∙𝑃(𝑇ℎ𝑟𝑒𝑎𝑡)

𝑃( 𝑂𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛)
,(26) 

 

Where 𝑃(𝑇ℎ𝑟𝑒𝑎𝑡 ∣ 𝑂𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛 ) is the probability of a 

threat occurring given the available observations, 

𝑃(𝑂𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛 ∣ 𝑇ℎ𝑟𝑒𝑎𝑡) is the a priori probability of a threat, 

𝑃(𝑇ℎ𝑟𝑒𝑎𝑡) is the probability of observation in the presence of 

a threat, and 𝑃(𝑂𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛) is the total probability of 

observation, which serves as a normalisation factor. 

To take into account the relationships between threats, 

information leakage channels, and intruders' actions, a Bayesian 

trust network was built, which allows predicting the 

development of events, assessing risks, and optimising 

protection measures. A method for decomposing threats by type 

of impact (theft, copying, disclosure, etc.) was developed, 

taking into account the characteristics of the perpetrators, which 

allows us to create models for assessing potential threats and 

adapting protection to new challenges. The Bayesian approach 

ensures accuracy in risk management, minimising losses to the 

system. Risk modelling showed that insiders pose the greatest 

threat, and system optimisation included decomposition of 

information resources and replacement of expensive security 

tools with alternative ones, which allows for an increase in 

security class without increasing maintenance costs. 
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CONCLUSION 

Modern distributed information systems ensure the continuity 

of business processes and the stability of critical infrastructures, 

which makes it important to develop effective methods for 

assessing information security systems for the purpose of 

accurately assessing security levels, predicting risks and 

minimising their impact. The main approach is to introduce 

technologies such as machine learning, big data analysis and 

artificial intelligence, which provide flexibility and adaptability 

of protection. The key tools for assessing the effectiveness of 

information security measures are the EROI (Return on 

Investment in Security) and EROA (Return on Attack) indicators. 

EROI reflects the ratio of the cost of implementing 

countermeasures to the results, such as reducing the likelihood 

of a successful attack, minimising losses and increasing the 

level of system security. For example, if the cost of protection 

is acceptable to avoid significant losses, the system is 

considered effective. The combination of these indicators 

allows you to optimise security costs and assess the risks to the 

system: high EROI and low EROA indicate effective protection 

and low probability of attacks, while low EROI and high 

EROA signal the need to improve the security strategy. 

Particular attention should be paid to threat and resource 

decomposition methods that allow you to optimise security 

costs by directing them to the most critical elements of the 

system. Threat and resource decomposition methods allow you 

to optimise security costs by targeting critical elements of the 

system, while Bayesian analysis, risk modelling and 

hierarchical analysis help you to more accurately predict 

potential attacks, taking into account the specifics of distributed 

information systems. The integration of adaptive security 

systems into business processes ensures the cost-effectiveness 

of security measures, and the balance between confidentiality, 

integrity and availability of information is achieved through 

innovative access policies and security models. Thus, effective 

methods for evaluating security systems for distributed 

environments are based on integrating classical approaches with 

the latest technologies, which allows developing adaptive 

models to improve enterprises' security and stable operation in 

the digital environment. 
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